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PREFACE

This document was prepared for the USAF Space Oiv!sion Deouty

for Technology (YL) by personnel of the Jet Propulsion Laboratory (JPL).

An attempt has been made to summarize and document the spacecraft autonomy

approaches that JPL utillzed In their planetary spacecraft designs over the

past decade, and to reorient these approaches to the extent necessary to

make them applicable to milltary satellites.

The reader w111 find the resultlng Nterlal to be a useful
collection of autononly definitions, goals, approaches, guidelines, examples.
and lessons learned. Since autonomy, practice does not lend itself to
display tn the form of tabular data and curves, one will not find
traditional Mtl-Spec handbook-type data.

This Issue I version is betng distributed for the immediate
use of the community as well as for review and comment from potential
users, The current expectation ts to revise and update thts material
during FY'83, hence tt Is important that users provide comments and
suggestions to Space Division (Attn: YLXS), or to the Jet Propulsion
Laboratory (Atta: Manager, Autonomous Spacecraft Program, 180-202)
as soon as possible.
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GLOSSARY
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Attitud_ and Articulation Control Subsyste._

All-Axis Inertial

Attitude Control Electronics

Attitude Control _ubsystems

Analog-to-Digital Converter

Angle Detector

Air Force

A Programming Language

Automdted Power _ystem Management

Automated Reliability Interactive Estimate System

Autonomous bpacecraft Project

Attitude, Translation and Pointing Control

Attitude, Translation and Pointing Subsystema

bits per hour

bits per second

Celestial Cruise

Charge-Coupled Device

Critical Design Review

Computer Command Subsyste_a

C_m_nd Distribution Unit
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Central Processor

Central Processing Unit; Conm_and Processing Unit
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Definitions:

AI 9ort tim

Attrt _te

AutonO_

AutonOmOUS
Process

Control
Str_cture

Endurabt 1try

Fat_ure

Fault

Health

The descrtpttcm In step-by-ste_ detail of the logical
process required to perfom a function.

A system desiun characteristic t_t mdy be supported
by system and subsystem level 4rchttecture and
technical tmpleaentatlon techniques. _mon Syste_
attributes are survivability, reitabilit$,
maintainability, etc.

A process that is controlled tn repetitive fashion
unit1 dtsturhecl or modlfted by external Inputs.

The ability of a spacecraft to met mission
performnce requtrmaents wathout hu_ln tnterve.tion
or ground support for a specified period of tl_e.
Thts my tncluM routtne oFerat|ons as well as the
re-establishment of normal operat|ons after the
occurrence of pre-deftned faults.

A process that tncc._orates control structure lugtc
to aSseSS the appr_rteteness of tts automtlc
fuacttcms from tnter_l aM/or external sensory
Inputs aml mdtfy the automtlc processes as nendea.

A sertes of three actions used to implement control
of a preceSS. The actlcms are: 1) sense the state
of an Internal or external quanttt_y, _) dtroct the
Initiation of _ appropriate response by the system,
and 3) act to t_lemeet the response.

The abt|tty of a system to matntatn a required level
of performance throughout the conflict spectrum.

A f_ult requiring hardware repatr, replacuont, or
software reprogremtng for correct|on.

A fault ts a disruption of the speclftc Io91cJl behevlor
of a system. 1he dtsrvptlon my be transient tn
nature or persist after occurrence.

The portton of a total mission system Implemented by
ground, sea*borne, or air-borne resources, bround
segment resources nay operated tn ftxed mode, mobtle
mode, or both.

The operat|on tqtegrtty of a system as affected
by faults.
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Level

Methodol ¢gy

Mission Phase

Navi gatton

Operating Node

Rout i ne

Space Segment

Validation

WeIfa re

This term is used in two separate senses in this
document: (1) The level of autono_ly of a spacecraft
is defined in JPL Document 7030-1 on a scale of 0 to
10. Autonomy will always be mentioned with the word

level when it is used in this context. (2) The
hierarchical structure of the system development
process is referred to as a series of leve s.

A body of methods, rules, and postulates employed by

a discipline as weil as the analysis of the

principles or procedures of inquiry of that
discipline.

A portion of mission characterized by fulfillment of

a distinct mission goal. Examples are prelaunch,

on-orbit inltiallzatlon and checkout, normal
operations, and end-of-life.

Knowledge and control of the spacecraft trajectory.

A navigation system is responsible for satisfying
mission requirements for orbit determination,

trajectory propagation, and maneuver planning. The
first two functions are necessary for ephemeris

maintenance. Statlonkeeplng or orbit maintenance

may also require these to support the generation of

requlred maneuver plans and parameters. Navigation
may utilize trajectory knowledge to predict related

events such as eclipses or occultations.

A specific hardware/software configuration of a

spacecraft system or subsystem. A spacecraft will

typically have an operating mode for performing orbit

adjust velocity changes that is separate from other

payload related operating modes.

The software implementation of an algorithm or one of

its logical parts.

The portion of a total mission system implemented by
space-based resources.

A set of analytical, operational test, and simulation

procedures by which hardware and software functions,
performance, and interfaces are evaluated for

compliance with misslon and system design requirements.

The operational integrity of a system maintained

by nominal periodic control actions, such

as calibrations, software updates, etc.

1-12
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PART [

INTRODUCTION

SECTION 1

SCOPE AND PURPOSE

Thls Handbook provldes reference material pertalnln 9 to the

deslgn and va]Idatlon of autonomous spacecraft systems. The goal Is to

present In one place a compendium of rules, conslderatlons, and approaches
to spacecraft autonon_ that will be useful to Air Force and [ndustrlal

personnel Involved In project management, deslgn, Imp|ementatlon, test,

and operations of m111tary space systems. The scope of the content ranges

from mlsslon level requlrements deflnltlon to examples of techn|ques used to

Implement subsystem level autonomous control.

Autono_ Is the ab111ty of a spacecraft to meet mlsslon

performance requlrements, for a speclfled perlod of time, without external

support. There are four major functlonal areas that may be considered as

part of spacecraft autonomy. These are:

(1) Health and Welfare Natntenance

(2) Nav19atlon

'3) Command Sequence Generation

(4) Payload Data Processing

The first two functions are stmtlar tn nature for most missions.
The last two ar - highly dependent upon mtsston and payload requirements. A
c_nplex mission may be htghly dependent upon ground support of the payload
wh|le still being able to benefit from autonomous destgn for the first two.

This issue of the Handbook will address spacecraft health
and welfare maintenance functions and navigation functions. Payload or
mission interface issues that do arise are handled in as generic a manner
as possible.

1-14



SECTION 2

CONSTRAINTS AI_ ASSUMPTIONS

A set of design and implementation goals for autono_ may be
found in "Goals for Air Force Autonomous Spacecraft" SD-TR-81-72, 31
March 1981. The Handbook is consistent with these goals and is intended

to provide a tool for implementation of the goals by projects interested
in specific mission applications.

The content of this issue of the Handbook is based primarily
upon planetary spacecraft project experience. The impact of autonomy
upon the design and validation processes has been assessed by exa_tnation
of existing military spacecraft designs for their current degree of
operational autonomy. This impact for the Defense Satellite Commmunications
System (OSCS) Ill Satellite System is discussed in "Kssessment of Autono,mus
Options for the DSCS Ill Satellite System," S0-TR-81-87, 6 August lg81.
It is found that a high level of spacecraft health and welfare autono_
can be achieved through implemntation of existing technology. Advances
in technology are required to reduce the overall impact of aaded autono_
on mass and power. Technology improvmnts will also have a great
twpact upon spacecraft control authority architecture.

The application of t_is Handbook does not depend upon
optimizing spacecraft system architecture to support autonemous operation.
It does, however, offer tnfomatlon that can be applied to increase t;_
autono_ of an existing design or support the design of a new autonomous
spacecraft system.

Faults due to hostile action are not explicitly addressed in
the Handbook. The emphasis here is to enhance endurabtltty of the
spacecraft in the presence of faults that might occur in normal operation.
5_,e faults caused by hostile action may be properly corrected by the
same fault management responses that protect against faults occurring in
nomal operations.

The material presented in this Handbook is limited in
scope to the space vehicle system and subsystem levels of detail. S_ae
references to specific piece parts occur, but subsystems are char.cterized
by their next lowest level subassemblies. No information is included to
support design or validation below the subassembly level.

1-15
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SECTION 3

HANDBOOKDESCRIPTION AND USE

The Handbook ts organized into separate parts that discuss
specification of autonomy, destgn methodology, validation methodology,
and a summary of important points learned through prior experience and
specific Implementation approaches. Material that expands upon specific
topics or provides sl_pporttng rationale is tncluded as appendices.

The material provided in the Handbook covers a wide scope
of detail and interest. Ftgure I-1 presents an organization of the
Handbook content by topic of interest (Specification, Design, Validation)
and increasing level of detail. Used along wtth the Table of Contents
tt should allow the user to locate specific material of interest and
obtain a better understanding of the logical organization of the Handbook.

Part II of the Handbook discusses the generation of autonomy
specifications. It does not prosent a "boilerplate" specification example
of autonomy. Rather, tt presents a rationale for specification of autGno_
at al| levels of the Space System and addresses specific requirements at
Space System Specification and Space Vehtcle Specification levels. Each
|eve| of specIf]cation is addressed w]th a section of explanation and
rationale, a section specifying candidate requirements, and a section
]denttfytng portions of the specif]catton format where autonomy require-
merits ape appropriate. The specification formats were derived from
References 1 and 2 and are In compliance with NIL-STI)-483 and N!L-STI)-4go.
The user is expected to review the sample requirements and select a set
that Is relevant to hts mission needs.

Part I[I addresses the design methodology for autonomous
spacecraft at the spacecraft system and subsystem levels. Section 1
and Its subsections address the process of Identifying functions for
autonomous implementation. A procedure for selection of autonomous
functions ts presented, along wtth identification of crtttcal Issues and
the Impact upon program management procedure. Section 2 presents
detatled topics on autonomous design at the spacecraft system level.
Architecture and control algorithms, navigation subsystem design, and
design requirements Imposed by validation and test considerations are the
principal points of the section. Sectton 3 addresses the autonomous
welfare maintenance and autonomous fault management characteristics of
typtcal spacecraft subsystems.

Pert IV characterizes the impact of autonomy on Validation
Hethodology. The validation process, generation of validation requirements,
and specific crtttcal Issues ar_ discussed. Some implementation techniques
that relate to new requirements generated by autonoqy are presented in
Section 4.

1-16
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Part V is intended to condense previous flight project
experience with autonomy into a set of topical "lessons'. These lessons

reflect both positive and negative views of specific desig,, validation,

and operating techniques.

Appendix A contains a discussion of JPL flight experience

with autonomy on the Viking Orbiter and Voyager spacecraft. Autonomy

implementation is detailed and design details are provided for spacecraft

of both programs.

Appendix B contains specific examples of autonomous control

and fault management algorithms for generic spacecraft subsystems. The

algorithms were generated without regard for application on a specific project.

Appendix C contains selected algorithms actually Implemented

in the Viking and Voyager flight projects. Requirements and implementatlon

logic are explained in detail, and any experience with operation of the
algorithms is noted.

Appendix O contains the study rel_rts resultlng frGm conslderatlor.

of centralized, decentralized and hybrid archltectu,_s for control and

data processing capabilities.
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SECTION 4

AUTONOMY ISSUES

The implementation of spacecraft autonomy raises a number of

issues that should be examined in the context of the requirements of the

individual missions. Yhe Handbook provides material that directly relates

to these issues or which supports the mission unique analysis needed to
resolve these issues. Specific issues of concern are:

(I) Selectlon of appropriate goals and requirements fer

implement_,_,_on of autonony. (Part II, Section I)

(2) Specification of requiremerts for design, validation,
and implementation of autoh_my. (Part II, Sections 2
and 3)

(3) Impact of autonomy t,mplementatton on program management.
(Part III, Section 1.2)

{4) Meth_xlol_ differences bergen the implomentaLlon of autonomy

in new or in existing systew_s. (Part III, Section 1.2)

(5) Centraliz_,d or decentrallzed spacecraft control architecture.

{Part III, Section 2.1)

(6) Al1_atlon of autonomous control _ng systems and subsystems

and the degree of executive control re,luired (Part Ill,
Sections 1.1, 2.1, and 3)

(7) Selectlon and prlorltlzatlon of a set of functions as candidates

for autonomous operation. (Part Ill, SectioD_ 1.1)

(8) The degree and nature of ground support requiretl.

(Part II, Section 1.4)

(g) The role of autonomy in reducing operating costs. (Part II,
Section 1.2, 1.3)

(10) The use of redundancy at system and subsystem levels.
(Part II, Section 2.1.2)
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PART II

GENERATION OF AUTONOMY SPECIFICATIONS

SECTION i

AUTONOMY AS A TOP LEVEL REQUIREMENT

1.1 NEED FOR TOP LEVEL REQUIREMENTS

The potential impact of aL,tonomy on cost, risk, and operations
makes it essential to consider the required degree of autonomy at the highest

levels of concept definition and mission definition. The impact of autonomy
on a program will vary greatly with the degree of autonomy required of the

mission and the complexity and cost of achieving all mission requirements.

A set of autof_omy requirements for a program may be formulated by analyzing

a set of generic autonomy goals, selecting a specific subset compatible with

the mission, and prioritizing them with other mission requirements.

Several factors influence the importance of this high level

selection of autonomy requirements.

(i) Autonomous operating features will be implemented at much

lower levels of the development process, _ut their design may

be undisciplined and unproductive unless guided by higher

level requirements.

(2) A program whose space segment is managed by an agency separate

from those responsible for ground control and user segments

needs high level visibility of autonomy requirements to ensure

compatible implementation and justify increased front end costs.

(3) The cost impacts of autonomy are more visible when they are

directly traceable to major program policies or requirements.

(4) Potential operational benefits of autonomy may be lost or

lessened by ad hoc implementation at low levels of design.

(s) Autonomy is closely related with other high level attributes

that produce major requirements. Specifically, it involves

reliability, survivability, endurability, and operability.

(6) Autonomy is a new attribute with significant impacts on

program management and contractual relationships.
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1.2 BENEFITSOF AUTONOMYTOA MISSION

A specific mission may have a top level survivability/autonomy
requirement, or may benefit from addition of autonomousoperating features
to complementany or all of its ground related functions. These functions
fall into the four classes of health and welfare maintenance, navigation,

command sequence generation, and payload data processing. The feasibility
and cost/benefit ratio of making these classes autonomous is highly dependent

upon the nature of the individual mission. Health and welfare maintenance

is the area that has the most common application to all missions and can provide
a number of benefits.

(1) Provide insurance that this spacecraft wit| perform its mission
function in times of critical need.

(2) Provide increased endurabi!ity of a spacecraft in the absence
of ground support.

(3) Reduce the need for on-orbit or ground stored spare

spacecraft.

(4) Reduce the impact of ground support loss on user operations.

(5) Reduce ground support load for normal operations.

(6) Protect the spacecraft from the consequences of cascading
faults.

(7) Decrease personnel and functional requirements on _nobile

ground support facilities.

(8) Provide increased reliability for missions with limited

availability or little payload requirement for ground

support.

(9) Provide enhanced telemetry data collection capability for

periods when ground support is not available.

(11) Protect user resources by providing a "fail operationa|" mode

for many categories of faults.

(11) Simplify anomaly investigation by limiting the impact of
faults and recording fau|t indications and response.

1.3 AUTONOMY IN THE SPACE SYSTEM LIFE CYCLE

System life cycle terminology considered in this Handbook is

shown in Table II-1. Activities and major products affected by autonoi_

are also shown. The life cyc]e may be related to a new project requiring
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Tab|e II-I. Space System Lift Cycle, Activities and Products

ir

SYSTEM LIFE PHASE ACTIVITIES AND PRODUCTS

CONCEPT DEFINITION

MISSION DEFINITION

ACQUISITION

OPERAT IONS

MISSION AUTONOMY DEFINITION

SPACE SEGMENT SPECIFICATION
SPACE VEHICLE SPECIFICATION
REQUEST FOR PROPOSALS

FUNCTIONAL REQUIREMENTS AND
SPECIFICATIONS

SPACE SEGMENT OTHER SEOMENTS
t

VEH ICLE I NT ERFAC ES
SUBSYSTEMS
INTERFACES

PRELAUNCH

ON-ORBIT TESTING

MISSION OPERA,'IONS

BEGINNING OF LIFE

END OF LIFE
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autonomy from its inception or to a product improvement block of spacecraft
for an existing program. These two separate program circumstances are

considered to affect the scope and context of each life cycle phase, but

not the basic existence of the phases. The effect of both cases on design
methodology is discussed in Topic 1.3.5 of Part III.

1.3.1 Concept Definition Phase

The appropriate time to consider the need for autonomous payload
operating features and their impact on autonomous health and welfare and

navigation is during the formulation of the initial mission concept, or

when changes are made to that concept. The overall mission may not be

well enough defined at this stage but the potential benefits of autonomy

and associated tradeoffs among space and ground segments could still be
identified.

l.3.2 Mission Definition Phase

This phase should result in a firm set of autonomy requirements

for the space segment and the space vehicle. Autonomy impacts on other

Space Systems Seg_nts should be identified and recorded in the appropriate

interface specifications. The Space Segment Specification and Space Vehicle

Specification documents are considered the primary means of specifying

autonomy requirements to contractors in the acquisition phase. The Request
for Proposals (RFP) may define the concepts of autonomy associated with

the program if this is not adequately clear from the specifications.

l.3.3 Acquisition Phase

The design and validation methodology is applied to implement

autonomous operating functions. Functional requirements and detailed design

specifications should document the implementation of autonomy as required
by the higher level specifications. Interfaces with components outside the

space segment should be well documented. Review and audit activities should

address autonomy as a specific issue and provide the mechanism for insuring
that implementation of autonomy meets specifications.

l.3.4 Operations Phase

Operations provide the critlcal final validation experience for

the autonomy implementation selected. On-orbit testing and early operational
experience allow the assessment of the design of autonomous features.

Reprogrammable software implementation and adequate memory and ,omputer

performance margins allow for the incorporation of changes to the autonomous

features as dictated by flight experience and changes in the vehicle as its
operational life advances.

:I
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1.4 AUTONOMOUS SPACECRAFT OPERATIONS AND GROUND SYSTEM INTERFACES

Spacecraft autonomy affects the nature and frequency of ground

control interfaces. Many ground functions will remain unchanged in nature

to support executive over-ride capability while not being frequently required

for normal operations. New ground functions will be required to support

the onboard processing required for autonomy. The degree of change in

ground operations Is directly related to the scope of autonomy required.

This section wi11 concern itself with autonomy for health and welfare

maintenance functions and will not specifically address navigation, command

sequence generation, or payload data processing. Effects nn ground support

of heaIth and welfare maintenance can be classified as ct,anges to existing
functions and addition of new functions.

1.4.1 Current Health and Welfare Support

Current functions tend to fall into four categories:

(1) Telemetry Processing

(2) Performance Trend Analysis

(3) A_omaly Investigation

(4) Repetitious Control for Welfare Maintenance

1.4.1.1 Telemetr] Processing. Telemetry data acquisition and processing

is not a continuous activity for most missions. Data is typically acqJired

from the spacecraft at periodic intervals ranging from once or twice per

orbit to once per week. The sample of data acquired in real time or recorded

since the last readout Is processed for analysis by ground support personnel.

Autonomous spacecraft design does not interfere with the process in any

way. A b_slc auton_my goal expressed in "Goals for Air Force Autonomous

Spacecraft" and Section 2.2 of this document is for the spacecraft autonomy

to be transparent to user and ground control activities. The telemetry

data acquisition and processing may be aided by some autonomocs features.

The audit trail requirement for autonomous control actions may include

provisions for recording snapshots of telemetry data during periods when

ground support is not available. This would allow analysts to have access

to data under preselected conditions without the constraint of scheduling

support at the specific time. The spacecraft may have the capability for

some reprogrammlng of the telemetry stream contents and forn_t in-flight.

Such a feature can be included i,I autonomous design, making use of basic

software programmable processing resources required to implement autonomous

control features. In summary, autonomy does not impede the collection of

telemetry as desired. If anything, the capability may be enhanced.

1.4.1.2 Performance Trend Anal_sis. Analysis of performance trends from

telemetry data can be carried out in a normal manner. Enhancements to

telemetry collection mentioned above may give the analyst additional aid over

current spacecraft. Analysis of audit trail data gathered during periods of
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dutonomous operation may be more meaningful than current "snapshot" practices.
An onboard system programmed to report exceptional telemetry events to the
audit trail could provide evidence of intermittent faults or operating trends

mch earlier than would be possible from periodic real time data collections.

-d

1.4.1.3 Anon_ly Investigation. Anomaly investigation would be greatly
simplified an-'_'d-lskof spacecraft loss would be reduced by autonomous fault

management. " ground operations response to an anomaly in a non-autonomous

spacecraft Is a carefully orchestrated action. Spacecraft safety is the

primary concern and no commanding action is taken until data analysis gives

the clearest possible u_derstandlng of the problem. This process is proper

and quite necessary as non-autonownous spacecraft can provide little support

to the process. All their actions and responses must be supplied from the

ground after the fault has occurred and its consequences have propagated through

the spacecraft. An autonomous spacecraft can be programmed to react to

specific fault symptoms in the same sense that contingency operations plans

are established on the ground for response to serious faults. Control

authority on the spacecraft allows rapid corrective action that can prevent the

consequences of a fa_ _ inducing more serious faults in other spacecraft

subsystems. Such cascading faults can easily lead to loss of the spacecraft

or a complex and risky recovery process requiring time, expense, and loss of

user resources. The priNry goal of autonomous fault maintenance is to

provide for recovery from a fault or establis+mlnt of a safe configuration

before serious consequences can occur. Design of the hardware and software

algorithms Is carried out under a sqt o_ rules that consider spacecraft safety

as the prerequisite of all autonemous control action. All autonomous control

actions and the spacecraft telemetry data relevant to the fault can be stored

in the audit trail records to provide ground analysts wlth the data needed to

diagnose the onboard conditions surrounding the fault. The occurrence of a

fault and corrective action will be apparent to the ground control segment at
the next service contact. Audit trail and additional telemetry data may be

analyzed to determine the consequences of the fault, and the ground personnel

may act as desired to follow up the autonomous control actions. Simple faults

that would have been readily apparent will still be readily apparent to the

analysts, and serious faults will have been detected before their consequences

mask the original fault.

1.4.1.4 Welfare Maintenance Control. A basic goal of autonomous design

is to reduce the requirement for the magnitude and frequency of routine ground

activity. Time and resource consuming repetitive actions for calibrati_n,

thermal control, spacecraft mode reconflguratlon, battery charge mainte, ance,

and a varlety of other functions can be performed by use of autonomous control.

1.4.2 New Ground Functions

Additional requirements to support an autonomous spacecraft are:

(1) Audit Trail Analysis
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(2) Software DevelopmentSupport

(3) Spacecraft Simulation

1.4.2.1 Audit Trail Analysls. The audit trail of the spacecraft contains

a record of all autonomous control actions, selected data on the initiation

and success of the actions, and spacecraft state changes. Expanded telemetry
data or "snapshots" may also be provided. Automated analysis of this data

can rapidly provide con(rollers with the status of the spacecraft and the

identification of any fault management activity.

1.4.Z.2 Software Develo nt Su ort. Autonomous control algorithms are
largely Imple,entea throu§I_ onboard software. Ground support w111 be

responslble for the design, coding, verification testing, and uplinking of
new or modified software and data tables.

1.4.2.3 S acecra,_t Simulation. S_ level of spacecraft functional

simulation at system or su_ystem levels _11 be required to support software
development and anomaly investigation. Careful development of simulation

requirements Is necessary to assure that eno@ simulation is supplied to

allow for validation of critical functions without involving excess complexity
and cost.
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SECTION2

DEVELOPMENT OF SPACE SYSTEM AUTONOMY SPECIFICATIONS

REQUIREMENTS FORMULATION2.1

The selection of detailed autonomy requirements for the space

system is influenced by several factors. The most notable are:

(i)

(2)

(3)

(4)

Mission Payload/User requirements.

Mission autonom_ requl rements.

Constraints due to cost or inheritance from previous design.

Project Offtc? and Agency policies.

The first three factors wtll be project unique and are derived
from spectftc concept and mission definition analysis activities. Project
Office and agency policies on space system autono_ may be formulated based
upon the results of these mission specific analyses and prior experience.
The objective of these policies ts to guide the selection of space system and
space vehicle requirements from a set of generic autonomy goals. Specific
policies that atd autono_ requirements definition are:

(1) E1imlnation of single point failures.

(2) Space System and Space Segment Reliability and Endurability.

(3) Onboard Resource Margins.

(4) Reprogrammabillty of Control and Fault Management.

(5) Scope and Definition of Fault Management.

(6) Operation in High Leve1,,of-Conflict Environments.

These poltctes and the mission specific factors are combined to
aid the specification of the two most fundamental requirements of autononly -
its scope and Curatlon.

2.1.1 Scope of Autono_

The scope of autonomy comprises the major space system functions
which are to be autonomous and the identification of the external functions

of which they are to be_ autonomous. The basic categories of space system
functions have been identified as:

(1) Health and Welfare Maintenance.

(2) Navigation.
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(3) Command Sequence C_eneratlon.

(4) Payload Data Processing.

The space syst_ specification must identify the autonomous functions
to be required of the mtsston and the relation between the autonomous space
segment functions and external segments.

In addition to specifying the functlona! areas affected by autonomy,

It Is necessary to identify the degree of alloMa_le ground support. _pecific

potnts are:

(1)

(z)

(3)

(4)

(s)

Type of service support to be supplted at ground contacts.

Autonomy functions as no_1 or contingency operation features.

Identlflcatlon of functions required to be non-autonomous.

Nature of ground support to be required for on-orolt testing

and anmly investigation.

Deflnltlon of any reduced performance a11_ed during autonomous

_erat!ons.

2.1.2 Ouratton of Autonomy

The Quratton requtred for autonomous operation must be specified to
complete the require_nt for autonomy. The duration may oe specified tn
different manners for one or all autonomous functions. Potential durations may
Include:

(1) O_eratton wtth reduced ground support,

(2) Operation whtle meeting nominal spacecraft or payload
p_rfor_nce requirements.

(3) Operation with reduced performance requirements.

A set of goals Investigated by the Autonomous Spacecraft Program
(ASP) were to operate with nomtnal itsston performance for at least bO days
from the last ground contact and to operate with some specifiable degradation
of performance for at least stx months from the last ground contact.

2.2 GENERIC POLICY GUALS

A set of generic autonomous spacecraft policy goals has _een formulated

In SD-TR-S%-72 to serve as a starting point for the selection of space system

level requirements. Four categories of policy goals are identified:
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(I) Ground interaction reductlon.

(2) Spacecraft integrity maintenance,

(3) Autonomous features transparency.

(4) Onboard resource management.

An additional set of implementation goals is identified for space
vehicle level specification and listed In Section 3 of this Part. Some of

these implementation goals are significant enough to be levied as a space
system level requtremen:.

2.2.1 Ground Interaction Reduction

Autonomous spacecraft shall be capable of successfully performing
their mission function for an extended period of time, without ground support,
and at a specified level of conflict. Specifically:

(i) Autonomous spacecraft shall operate without performcnce
degradation for at least 60 days from the last initialization
update.

(2) Autonomous spacecraft shall operate for at least six months
from. the last initialization update. They shall do so within
acceptable performance degradation |imits for mission-prioritized
functions as defined by each mission.

(3) Autonomous spacecraft shall be able to recover from certain
• Ission-unique failure modes. These failure modes shall be
identified and prioritlzed.

(4) Autonomous spacecraft shall be capable of restoring themselves
to nominal mission performance after occurrence of a combination

of non-simultaneous faults, defined a priori, subject to the
availability of spare resources. Knowledge of occurrence of

such f,ults shall be available to the ground segment upon
request.

(5) Autonomous spacecraft shall tolerate transient faults without

significant loss of mission capability. Knowled_ of occurre,ice

of such faults shali De available to the ground segment upon
request.

2.2.2 Spacecraft Integrity Maintenance

The integrity of the payload data stream and usefulness of the
spacecraft shall not be reduced by the addition of autonomous features.

Specifically:

II-12



(I) Autonomous features shall not decrease the performance and

functlonal capabllity of the spacecraft.

(2) Autonomous features _hall not adversely affect the weurout
mechanisms or consumables of the spacecraft.

(3) Autonomous features shall not appreciably increase the period
required for checkout and initialization on-orbit.

2.2.3 Autonceous-Features Transparency

Autonomous features shall be transparent to the spacecraft user.
(Exceptions may include periods of fault isolation and recovery following a
fault or oertods during orbit maneuvering.) Specifically:

(1) Autonomous spacecraft shall be maintained in a state such that
they are capable of receiving ground commands.

(z) The ground segment shall be able to exert executive control
over autonomous management activities of the spacecraft. Faults
or combinations of non-simultaneous faults shall not prevent
executive control by the ground segment.

(3) Autonomous maintenance and fault management actions will be
designed to operate with minimum impact on operation of the
user's payload.

2.2.4 Onboard Resource Management

Management of onboard resources is mission- and mode-dependent.
One may cho=se to accept a shortened useful lifetime in order to obtain maximum
performance in a high level-of-conflict situation. Specifically:

(1) Autonomous spacecraft shall be capable of adjusting space-system
performance for various mission-critical modes by managing
available spare resources and expendables even in the presence
of faults.

(?) Software that implements autonomous functions shall be
reprogrammable from the ground.

(3) Software shall accommodate reprogrammtng so that, in the event
of depletion of certain resources and/or expendables, mission
performance can be maximized within the limitations of the

remaining resources.

(4) Data storage resource, for traceability of autonomous control

actions and storage of telemetry data, should be autonomously

managed.
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2.3 SPEC!FICATION CONTENT

This section discusses particular portions of a Space System
Specification affected by autonomy. The specification document format and

content are described by SD-GB-4, "Space System Specification Preparation Guide",

l April 1981. The applicability of comments for each section of the specification

is dependent upon the autonomy requirements of the program being specified.
Section and paragraph numbers referenced in the text refer to sections and

paragraphs in the Specification, not in this Handbook.

2.3.1 Section I. - Scope

There is no specific applicability of autonomy to this section.

2.3.2 Section 2. - Applicable Documents

This section should list all references to autonomy definition or

implementation practices that are to be incorporated in the Space System. This

Handbook is a representative candidate for inclusion in the specification.

2.3.3 Section 3. - Requirements

(I) Operational and Organizational Concepts - Paragraph 3.1.7.

The subparagraphs on launch concegts and on-orbit operations

concepts should contain a description of the autonomous operations

for each phase of the mission. On-orbit test requirements for

autonomous operations features and the basic concept for
autonomnus control during the nominal mission should be described.

(2) Characteristics - Section 3.2

The performance characteristics (3.Z.I) may describe the system
level requirement for spacecraft autonomy in each operational

phase and mode (3.2.1.I). The scope and duration of autonomy

may be specified for each separate operational phase or mode.

Autonomy should be related to the Endurance (3.2.1.3) requirement

for the system. Autonomy may support the full system endurance

requirement or be limited to certain specific functions.

Autonomy requirements that affect physical characteristics

(3.2.2), reliability (3.2.3), and maintainability (3.Z.4) should

be included in the appropriate subparagraph of this section.

(3) Design and Construction - Section 3.3

Computer resource specifications are covered in paragraph 3.3._.
Computer resource margin requirell_nts appear to be adequate for
initial program development, but might be tailored for different
margins at different phases of the project or for flight versus
ground resources.
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2.3.4 Section 4. - Quality Assurance Provisions

This section should identify validation requirements or concepts

associated with autonomy. Section 4.2 on Quality Conformance Inspections

identifies requirements on Design Verification Tests {4.2.2), Qualification

Tests (4.2.3), Acceptance Tests (4.2.4), Pre-Launch Validation Tests (4.2.6),

Operational Tests (4.2.7), and Independent Validation of Computer Programs.
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SECTION 3

DEVELOPMENT OF SPACE VEHICLE AUTONOMY SPECIFICATIONS

3.1 REQUIREMENTS FORMULATION

The space system requirements of Sectior 2 can be translated to

specific space vehicle performance requirements oriented to functions at vehicle

system and subsystem levels. A generic set of autonomy implementdtion goals is

analyzed to produce a set of applicable requirements. Factors influencing the

selection are similar to those in Section 2.1. In particular, the vehicle

requirements should have the following characteristics:

(l) Compatibility with mission/payload requirements.

(2) Implement space system autonomy requirements.

(3) Allow ample freedom for detailed d_sign tradeoffs.

(4) Describe traceable, verifiable autonomy features.

{5) Conform to higher level space system design and

implementation policies.

3.2 GENERIC IMPLEMENTATION GOALS

Implementation goals should be formulated to proviae system

and subsystem level goals consistent with the policy goals of Section Z.

They provide guidance in the selection of specifications and requirements on

autonomous features in spacecraft design. Eight categories can be descFibed

to address the major functional areas of spacecraft design.

(I) Systems (including Thermal Control and Validation)

(2) Electrical Power and Pyrotechnics

(3) Attitude, Translation, and Pointing Control (ATPC)

(4) Data Processing

(5) Payload

(6) Telemetry, Tracking, and Command (TT&C)

(7) Navigation

(8) Propulsion
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The following set of goals was formulated to explicitly characterize
a specific level of autonomous capability. Duration of autonomous operations
was chosen as 60 days with nominal mission performance and six months with
acceptable degraded mission performance. These durations were selected as
representative values that were achievable with the current body of experience
and design technique, and as being realistic for health and welfare maintenance
and navigation functions.

3.2.1 Systems (Including Thermal Control and Validation)

(1) The hardware and software architectures chosen shall not preclude

the ability to add additional autonomous capabilities.

(2) The system shall be capable of reconfiguration of spare resources

at the lowest practical and reasonable level.

(3) D_ring autonomous operation, performance degradation may be

allowable in specific cases, but only after spares are exhausted.

"Graceful" degradation is preferred over precipitous change.

Where possible, autonomous functions shall mitigate the effects

on performance of a functional failure which occurs after spares
are exhausted.

(4) The adverse effects of faults shall not propagate beyond a

subsystem interface if the faulty subsystem possesses sufficient

spare resources to recover from the fault condition. Ambiguous

faults within subsystem interfaces and subsystems' shared resource

allocation shall be resolved by system-level mechanisms.

(5) A11 fault detection and switching mechanisms shall be designed
to minimize false alarms.

(6) The spacecraft shall manage propellant usage during autonomousl)

conducted orbit-adjust maneuvers (stationkeeping and/or

relocation/restoration) to assure that mission lifetime

requirements are met.

(7) The spacecraft shall maintain system temperature control for
all functional states and mission thermal environments.

Furthermore, the thermal-control function shall autonomously

ensure, for all mission phases, that non-catastrophic subsystem
failures cannot induce thermal failures which will cause

propagation of the initial failure within the satellite system.

(8) The spacecraft shall utilize selected parametric data Celectrical
profiles, thermal characteristics, and state changes in the

ambient environments, as a minimum) for onboard forecasting of
incipient fault conditions within each of the functional areas.

(9) The execution of any autonomous event or activity not involving

fault management shall not be permitted to conflict with other

(planned or a_tonomous) activities.
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(lO)

(11)

(12)

(13)

'14)

The spacecraft shall maintain performance and state-change
records (an audit trail) to allow for reconstruction of

performance, fault detection, and fault correction activities

and determination of the status of resources and expendables.

The autonomous spacecraft shall maintain the spacecraft center-

of-mass and center-of-pressure within limits required to support
the mission.

Spacecraft autonomy shall be capable of being validated on the
ground and verified on-orbit.

Validation shall determine the design margin (when applicable)
of the autonomous mechanis,ns.

0n-orbit verification and testing of autonomy features shall be

accomplished without disrupting normal space-segment operations

wherever possible. In those cases where some disruption is

unavoidable, restoration of normal spac_segment operation

shall be an entirely autonomous process which is performed in a
timely manner.

3.2.2 Electrical Power and Pyrotechnics

(1) Detection and isolation of load faults in power-bus loads shall

be accompl ished.

(2) Power-margin management for power bus (including power sources,

power-conditioning elements, and user loads) shall be maintained.

(3) Management and control of the battery state-of-charge, discharge,
and reconditioning functions shall be n_intained.

3.2.3 Attitude, Translation, and Pointing Control (/Ill>C)

(l) The ATPC function shall be capable of autonomous attitude

reference acquisition and reacquisition.

(2) The ATPC function sha1_ be capable of autonomous fault detection,

correction, and recovery of its subsystem elements (sensors,
computers, actuators).

(3) The ATPC function shall be capable of autonomous inertial and

celestial sensor calibrations to compensate for changes and/or

degradation of sensor parameters. Compensation activities

shall be transparent to the payload user.

(4) Autonomous translation control shall support stationkeeping to

the accuracies required to meet mission requirements.
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(5)

(6)

(7)

Autonomous attitude determination shall support commanding of

antennas and payload instrumentation pointing to accuracies

necessary to support the mission requirements.

The All_C function shall be capable of autonomous attitude-

control propellant management by changing operational mode

and/or parameters.

The All_C function shall be capable of high-level command and

decision-making for activities such as initiation of turn for

star reacquisition, translation control, and instrument pointing.

3.2.4 Data Processing

(1) The spacecraft data-processing function shall be provided with

adequate parametric data from spacecraft sensors and subsystems

so that spacecraft performance, resource status, and integrity
can be determined onboard.

(2) The spacecraft data-processing function shall be capable of

performing from available parametric data the necessary diag-

nostic analysis required to assess the performance, reseurce

status, _nd integrity of the spacecraft.

(3) The spacecraft data-processing function shall be capable of

implementing from available parametric data the necessary

diagnostic analysis required to assess the performance, resource

status, and integrity of the spacecraft.

(4) The spacecraft data-processing function shall be capable of

storing a) pertinent parametric data, b) diagnostic analysis

results, c) data ren ecting control actions taken, and d)

response data to autonomous control actions necessary to allow

ground reconstruction of the spacecraft state for time intervals

up to six months. These data shall be available for ground

assessment upon request.

3.2.5 Payload

(1) Failure modes _thin the payload function shall not propagate

into other spacecraft functions.

(2) Redundant functional command and control paths through the

payload function shall not be inhibited by autonomous features.

II-19



3.2.6 Telemetry, Tracking, and Command(TT&C)

(I) The TT&C function will allow a message to be transmitted to the

ground at the first opportunity following an autonomous management

act ivity.

(2) The TT&C function shall be prepared to receive ground commands

at any time while i_ the autonomous state.

(3) The TT&C function shall be capable of transmitting, at the

discretion of ground control, normal telemetry and ranging
while in the autonomous state.

3.2.7 Navigation

(1) The spacecraft shall maintain the orbit within specified limits

for 60 days from the last required initialization.

(z) If ground supervisory contact is not re-established after 60

days of autonomous navigation, the spacecraft will continue to

operate within acceptable limits even if the navigation function

performance is degraded. Performance degradation will be

measured by the effects of degraded orbit control on payload

performance.

(3) Spacecraft orbit state or orbit-derived data shall be available

to other onboard subsystems and/or user ground facilities as

required. Potential examples: Sun-Earth-vehicle angle to

attitude control; Sun-occultation predictions to attitude

control and power; lunar-occultation _-ediction to attitude

control; and station-acquisition data and antenna-pointing
vector to ground.

(4) The spacecraft shall have the capability to accert initialization-

state data from the ground or an external source such as the

Global Positioning System (GPS). It shall have a limited

state reinitiaiization capability for some range of orbit

parameters perturbed about the nominal operating orbit.

(5) The ,avigation function shall be capable of adjusting performance

limits based upon the availability of limited resources.

(6) The navigation function shall be capable of executing a maneuver,

if requi red.

(7) The navigation function _hall be capable of re-establishing the

normal orbit, within acceptable limits, following an evasive

maneuver, if required.
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3.2.8 Propul s t on

(1) The propulsion function shall detect and tsolate autonomously
any fatled or degraded thrusters and reconfigure the thruster
complenent to support mtssion functions.

(2) The propulsion function shall detect and isolate autonomously
any leaking propellant-supply components, including tanks.

(3) The propulsion function shall manage autonomously any limited-
life components (e.g., monopropellant thrusters) to meet life-
ttme requirements.

(4) The propulsion function shall be capable of estimating a-priori
any impulse delivered to support navigation maneuvers and

attltude-control functioning.
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3.3 SPECIFICATION CONTENT

The Space Vehicle Development Specification format and content are
described tn SD-BG-6, "Space Vehtcle Development Specification Preparation
Guide", 1 April 1981. The vehicle level specification details fall into
ftve major categories with the numbers in parentheses referring to the
appropriate specification paragraph.

(1)

(Z)

(3)

(4)

(S)

Operational Concepts (3.1.6)

Performance and Physical Characteristics (3.2)

Design and Construction - Computer Resources (3.3.8)

Major Component (Subsystem) Characteristics (3.7)

Quality Assurance Provisions (4.0)

The autonomy requirements should be allocated to this document as
follows:

3.3.1 Operational Concepts

Scope and duration of autonomous operation requirements for the
overall space vehicle should be specified for each phase of prelaunch or on-
orbit operat!ons.

3.3.2 Performance and Physical Characteristics

This section allows expansion of the description of autonomy
operational concepts to an operating mode level of detail for the vehicle. The
role of autonomy in survivability, re!iabllity, and redundancy management should
be specified Jr, the appropriate subparagraphs.

3.3.3 Computer Resources

Ground simulation, onboard software development, audit trail
processing, subsystem status monitoring, and anomaly anclysis support require-
ments should be detailed.

3.3.4 Subsystem Level Requirements

The subsystem level autonomy implementation requirements selected
from Section 3.2 of this Handbook should be placed in the appropriate paragraph.

3.3.5 Quality Assurance Provisions

Validation test requirements selected from the system level goals of
Section 3.2 of this Handbook should be Included.
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I _ .....

PART Ill

DESIGN METHODOLOGY

The design methodology for autonomous spacecraft consists of an

enginec :ng process carried out by a design team, a set n_ _?_cecraft system

level architecture and design techniques, and a set of subsystem level control
requirements and characteristics.

SECTION 1

THE DESIGN PROCESS

The design engineering process is concerned with the identification

of specific autonomy functional requirements and the system/subsystem level

implementation trade-offs needed for a candidate design. The design process

section provides some rationale for the suggested approach and discusses the

implications of autonomy upon the normal spacecraft design and development process.

1.1 SPACECRAFT SYSTEM LEVEL AUTONOMOUS DESIGN

Spacecraft system design is not an ideal example of a process
suited for top-down design methodology. The nature of the total system

development process requires many implementation assumptions, of varying
levels of detail, in the conceptual and mission definition phases.

Consequently, the mission requirements wiil frequently specify or seriously
constrain design features to the spacecraft system or subsystem level. T_is

basic f_ct underlies the importance of specifying autonomous operations
requirements at the mission level lest they be overlooked in the morass of

other "equirements. Mission _fetime constraints, power levels, payload data

strezn, orbital parameters, and a list of other requirements must be met

regardless of the degree of autonomy required. A basic approach to inclusion

of autonomy is to first choose the set of spacecraft functions required to

perform the basic mission and then identify the functions that must be given a

required level of autonomy. An iterative portion of the process concerns the
resolution of system and subsystem level requirements and the selection of

the appropriate level for allocation of autonomous control for ea_ function.

Table Ill-1 shows the system and subsystems involvement in the approach
described by the following paragraphs.

1.1.1 Establish a Mission-Specific Functional Baseline

Fu,_damental mission requirements can be factored into a

functionally oriented set of spacecraft _equire,_ents. These functional

requirements on the spacecraft design ca_ be organized in a hierarchical

manner. Health and welfare and navigation can be considered to perform

three high level functions: 1) Perforc a set of useful services, 2) _anage

resources on the spacecraft, 3) Maintair the operational integrity of the
spacecraft. Each of these categories of functions will contain a series of
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specific functions which can be specified to a level of performance required

to satisfy the mission requirements. This categorization of functions should

be compiled without regard to allocation to conventional subsystems or to
autonomous control. The intent is to identify all functions that must be

accomplished without regard to the control authority being located on the

ground or spacecraft. This practice must not be constrained at this point by
"known" details of subsystem implementation. The product that results from

this is a complete list of functions required of the spacecraft system

baseline that characterizes the design. Zxamples of a hierarchical breakdown

of functions for a typical spacecraft n_ission are given by Figures Ill-l,
III-2, and III-3.

1.1.2 Allocation of Autonomous Functions to Systems and Subsystems

This step occurs along w_th the development of a traditional

spacecraft design architecture. Two processes are accomplished and integrated
to identify autonomous design options.

A set of functional spacecraft subsystems is defined and the

functional breakdown and performance requirements derived in Topic l.Z.1 are

allocated to these subsystems. Each subsystem engineer then describes each

function in each of the three categories by the control structure needed for

implementation. Control requirements for each function are described ia

terms of sensing the need for action, directing actions based on analysis of

the sensed data, and acting to accomplish the control action. The control

structure steps of sense, direct and act may be c¢_nceptually located on the

ground or the spacecraft. Figures III-4, [[I-5, and IIi-6 provide

examples of detailed functional breakdowns for power, attitude control, and

command/telemetry functions. The lower levels of these functions are the

items that must be examined for autonomous control requirements.

The second process is to determine the options for autonomous

control allocation. The autonomous operations requirements for the spacecraft

are used to determine whether each step of the control structure must be

autonomous. In practice, the steps a;-e further categorized as:

Category I

Category II

Category III

- Required to be autonofnous

- Not required, out increases

performance, lifetime, etc.

- Autonomy not required or not possible

The integration of these processes produces a selected iist of

autonomous control functions which must be provided at system or subsystem

levels to meet autonomy requirements. The two additional categories are

those which can be provided if cost effective or responsive to other mission

requirements, and those which can not be autonomous by their nature.
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The result of this step is the identification of the required

autonomous control structure for each spacecraft function. The required

autonomous features may then be analyzed for implementation at system or

subsystem levels.

1.1.3 Assess Performance/Cost Impacts of Allocated Autonomy

A specific set of autonomous functions can usually be satisfied

by several allocations of control responsibility between system and subsystem

resources. Topic 2.1.1 of Part Ill discusses the process of developing a

control and data processing architecture that will support autonomous control

functions. A variety of tradc-offs are possible for any given architecture.

The designer must perform an analysis of the cost and performance of his

options and choose an approach that satisfies his mission and programmatic

constraints as well as autonomy requirements. Cost impact on overall mission

operations must be assessed as well as cost and schedule impacts on the

spacecraft system. This may require the attention of the contracting agency

to ensure that all operational costs and issues are properly considered.

1.1.4 Integrate with External Interfaces and Requirements

The spacecraft architecture and allocated autonomous control

functions must be integrated with the evolved design of the ground segment,

mission operations concepts, validation requirements, and engineering

specialty requirements such as reliability and survivability. The result of
this process may be to conclude that the chosen configuration does not meet

other requirements external to the spacecraft functions, Such a conflict may

be resolved by a new allocation of autonomous control functions, changes to

the spacecraft requirements, or some combination of these.

1.1.5 Establish Autonomous Baseline

The selected design architecture and autonomous control structure

must be documented as the baseline conflguration. The allocation of autonomous

functions in the design should be traceable to mission or spacecraft

requirements. Performance specifications for the autonomous functions should

be developed in sufficient detail to aid hardware/software implementation

tradeoffs, and required system, subsystem, and external interfaces must be
defined.
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1.2 CRITICAL ISSUES IN DESIGN

The design process specified in the topics of Section 1.1 is

based on the fundamental need to define functions required for mission success

befoce attempting the a11ocation of autonomy. The success of this implementation

process is dependent upon several important details. This section discusses

some of these details and suggests how the context of individual programs may
modify them.

I .2.I Hierarchical Refinement of Requirements

Section 1.I raised the point that spacecraft system design is

not ideal for a top-down design approach. Some form of top-down approach,

however, greatly simplifies the analysis of functional requirements to define

options for implementing autonomy. The method chosen has proven valuable in

categorizing the necessary mission functions, first by their application in

the mission (services, resource management, and integrity maintenance), and

second by the need for their provision as autonomous functions. The three

functional categories are not intended to fit into a traditional spacecraft
functional architecture, but rather to emphasize the nature of the function's

criticality to autonomous operations requiremerts. The further breakdown

into Categories I, If, and Ill are intended to further clarify the design

options by separating out those functions which can provide lifetime or other

second level benefits (II) from those clearly needed to achieve autonomous

mission requirements (I) and those which are not required to be autonomous
(Ill). The Category II functions can be considered for implementation if

their benefits clearly exceed costs, other mission level requirements are

satisfied, or the implementation is easy using resources which will be provided

for the Category I functions. A further breakdown of Category I and II

functions by control structure (sense, direct, act) requirements will highlight

the need for on-board sensinq, logic, and control requirements for each

function. This will aid in the assessment of the cost (money, weight, power,
etc.) of implementing a specific allocation of autonomous functions. Table

Ill-2 provides an example of the result of applying this technique to a

limited subset of functions required of the DSCS Ill spacecraft. This approach

is equally applicable to new or existing designs. In one case, the functions

are derived in the process, in the other they are characteristics of the

given design.

I .2.2 Seiection of Implementation Techniques

The selection of implementation techniques involves tradeoffs

between system or subsystem control authority and between hardware or software

implementation. The next topic deals with many of the issues regarding

allocation of controi authority. Its primary effect upon technique selection

is on the number of interfaces required to perform a function and the scope
of control that is provided to a function. System executive control tends to

deal with problems that have a large scope of control, impact different

subsystems, or _re spacecraft critical. Many techniques applicable to system

executive control are also applicable to control at the subsystem level.
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Software " hardware implementation is an option for each of the
sense, direct, and act steps of the control structure, ltordw_r,. _ wi)_ always
support the sense function cu some_ degree. The major support ;s to hardwire
a specific sensing function to trigger the direct/act steps. The ,naxi,_ul_,
software involvement would probably be in the extraction of values fro,_l an
engineering telemetry or payload data stream. Hardware sensing pr:)vides the

mo_t direct approach to sensing a specific event. Its reliability is (_ependen_

only on the hardware components and the reasonableness uf the _ensed qudntity

a_ an indica+or of the desired condition. The primary disadvanta,:le is

inflexibility. Software extraction for telemetry data allows access to a

wide range of measure_.lents without hardware instrumentation penalties.

Reprogrammability of the extraction allows for adaptability to cuv_r changes

in the quantities to be sensed after the hardware is coh#plete, hnp_hlentation

in a control structure requires an interface between the telemetry function
and a control authority.

Logic processes should definitely be imple_._enLed in sJft_are

unless there is no possibility of their change at all. Trigger levels Ior

control actions and fault management routines should be modifiable to account

for a wide variety of conditions which can only be appre, iated with flight

experience. Higher than n(_ninal noise levels, subtle system level inter-

actions aetween subsystems, hardware faults, and aging of components all iead

to conditions that may require a change in trigger levels for sensed _ata.

The direction step of the control structure is possibly the best

candidate for implementation by software logic. Tnis all o_s flexibility to

change the conditions of response to a sensed action while utilizing the same

or new sensed data. An alternative to the direction logic is use of an

inferential logic that assumes a specific condition exists upon receipt T_f

sensor notification. Tn_s the sense step directly invokes a specific action

_esponse. This is a compact approach, very easy to implement in software, but

modifiable if experience shows the need for d_ditional logical processing

upon receipt of the sensed data. There are classes of faults or control
actions that are not suited to this inferential direction due to their

complexity. The exa_ole algorithms for celestial reference reacquisition in

Appendices B and C are good examples of this type of circumstance. The

process is simplified by using priority logic to decide on the order of

execution of three separate responses. The more complex sensing of additional

data relevant to each control problem is left to each of the routines. This

allows the _st serious issue to be dealt with i_mnediately and the details of

directing its control process to be separated from those of the less serious

possibilities.

The action step of the control structure consists of providing

the responses to control con_nands selected by the direct step. The actual

control action itself will normally be a hardware implementation. A complex

contr_l action, however, may involve preconditioning _pacecraft subsystems to

accept changes in power distribution or thermal conditions. Some devices may

be turned off to increase the power margin available for transients, while heat

producing devices may be configured to different operating modes. Such

complex control actions should be co_,mnandedthrough progra_mnaole sequences.

This allows the sequences to be modified in flight to incorporate lessons

learned from their use, or changes in the spacecrdft operating conditions

caused by failures or end-of-life perfor_mlance.
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1.2.3 AutonomyRequirements A11ocation Tradeoffs

A11ocation of autonomousfunctions between system and subsystem
resources is dependent upon the level of autonomy to be provided and the

relative role of syster_ executive control and subsystem ceRtrol for the
autonomous features. The hierarchical breakdown of autonomous control

structure advocated in %ection 1.1 aids in the mechanics of the process and

makes it easier to examine the nature of required e_;to,_omous functions. Some

functions will be sufficiently unique to a subsyst_q that it only makes sense

to provlde for their control as a subsyste_i respc_is(bil_ty. Other functions,

particularly those _nvolving maintaining the integrity of spacecraft functions

(i.e., fault nianagement), will have such a broad scope of control that they

must be located in some sort of overall executive :c_ntrol authority. There

are_ however, many options between thes_ two.

Topic 2.1.1 in P_rt Ill addr_#_!; the subject of control and

data processing architecture in detail and z_.c_Id be used as ;:guide in the

selection of a system archltecture. Subsystem designers, however, _c_d a

system level definition of the policies for systef_/subsystem control allocation.

Projected executiw control responsibilities, rese_:;'ces,and inter%ce

protocols should be determired to aid subsyste,n designers in the development

of their design requirements. Allocation of the se_se, direct, act functions

of the control structure is one prospect for a system level design po1_cy.

An example is the provision of a central programmable executive control

authority. Subsystems may be responsible for sensing fault con,_itions,

notifying the central executive contr(:,!!erof fau}%s, and providing telemetry

data for implementing normal autonomous control /u:_ctions. The centre!

executive controller provides a_l direction and act_or_ impleme,_zation through

software logic and stored comma,_d sequences. The V_Ki,_g Orbiter, described

in Appendix A, had this design implementation.

The types of faults to be protected against and the degree of

protection to be provided are other topics for system level policy definition.

Careful selection of system responsibilities for control and fault management

can provide a high degree of pJotection for less effort than required if

responsibilities are delegated completely to the subsystem level.

Power, mass, risk, and cost constraints allocated to a subsystem

will influence the selection of i_plementation techniques. These allocations

should be made c-_ the basis of the previously defined system architecture and

rules for autonomy _llocat_on between the system and its subsystems. Autonomy

requirements add to power, mass, and cost at the system level. The effect of

individual subsystems will vary with the autonomous control incorporated

within the subsystem. Impacts of adding control and fault sensing capability

to a subsystem are not as large as providing processing capability to implement

direct and act functions as well. A system leve_ design policy is needed to

define the scope of the subsystem designer's responsibility.
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1.2.4 Operability of AutonomousFeatures

Ensuring that the implementation of autonomy results in an
operable spacecraft that meets or exceeds autonomousgoals and requirements
is a major systems engineering responsibility. The hierarchical approach to
identifying autonomouscontrol requirements and system level design policies
for implementation is intended to makethis process easier. It is still
necessary to review subsystem interf_.e designs for both direct and subtle
impacts on the autonomyof the overal system. Subsystem level design
decisions that detract fr_J autonomyac_ increase reliance on ground support
are often not visible at higher levels _ responsibility until late in the
process. Critical Design Reviews (CDR'sl can reveal such problems, though
they maynot surface until system integration and validation testing. This
is sufficiently late in the design process that serious cost and schedule
impacts mayresult from resolving the problems. Care must be taken to exafnine
design decisions such as sensor visibility restrictions and subsystem operating
modecharacteristics early in the design for their impacts on other subsystems
and overall autonomousoperability. A decision that simplifies design and
construction of one subsystem may well have adverse effects on autonomous
functions of others. Attitude control, propulsion, and navigation are
particularly susceptible to this sort of interdependence.

Ground related requirements including the earth based test
environment must receive particular attention. The development of ground
support requirements may suffer from lack of early visibility into spacecraft
design details and operating characteristics. The difficulty is compounded
if the ground operations agency and its contractors lack flight experience
with complex autonomousspacecraft. The process is aided by providing the
program policies and goals for autonomyto those responsible for the ground
segment. A set of spacecraft requirements on the ground segment should be

provided as early as possible, preferably with the spacecraft system require-

ments package. This should provide a set of autonomy related requirements

that are needed for ground control and serve as a firth requirement or, the

space/ground interface. Command sequence generation, Dayload data processing,

and spacecraft simulation are traditional areas for requirements. Software

development support for on-board routines, down]ink processing and analysis

support for memory dumps and audit trail, and simulation requirements for
programmable on-board subsystems are items that arise with the addition of

autonomy. The ground segment requirements must consider impacts o, both

facilities and operating philosophy. Those responsible for the spacecraft

design and validation must consider the effects of their design on this

process and realize that they will have the first opportunity to view the

effects of their design on nperability. With separate contractors for space

and ground segments, a major part of this systems engineering responsibility

will fall upon the contracting agency or agencies. In such situations,

penetration into the details of the design process must consider autonomous

operation impacts as well as traditional interface details.

1.2.5 Autonomy for New Designs or Existing Designs

Two major factors influence the difference in providing autonomy

to an existing design versus integrating it with a new design. The first of
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these is the role of control architecture and hardware inheritance. The

second is the role of mass, power, and cost constraints.

Autonomous control authority implies data processing and stored

command sequence capability that may not exist on a non-autonomous spacecraft
or may not provide for a simple implementation of autonomous control structures.

The DSCS Ill design assessment of document SD-TR-81-87 provides a direct

example of the application of autonomous design methodology to an existing
system. Allocation of autonomous functions from existing support functions
produced a series of design options that must be examined for trade-offs

between benefits and constraints. Selection of an implementation option is
followed by the process of designing the new autonomous control features and

integr_,ting them with the existing design. A new design a!lows the advantage

of designing the control architecture and autonomy implementation as an

integral part of the spacecraft, providing implementation options and features
that might not be available otherwise.

Inherited mass, power, and processing features of an existing

design tend to constrain the addition of autonomous control. Simple software

routines for control algorithms offer the cheapest approach to autonomy for

an existing design. This application, however, is limited by existing

arch tecture, memory margins, and control authority allocation. Replacing an
existing computer or upgrading memory to provide more space for software have

severe design and validation impacts beyond direct mass, power, and cost of

new hardware. Examples of some of the direct impacts ar_ given in Volume !

of SD-lR-81-87 as assessed for the current DSCS ill design. The proposed
autonomy options are described in more detail in Volume Ill.

The same types of constraints will arise in integrating
autonomy into a new design. The designer has the freedom, however, to

utilize autonomous control resources in the accomplishment of other mission

objectives. Additionally, the positive impact ot autonomy on reliability

may ease constraints on reQundancy of some equipmert or implementation of

safing features. Design of a common digital data bus for the spacecraft and

integration of system and subsystem control requirements offer the designer

challenging options for providing autonomous control while improving on

mass and power over traditional design techniques°

A point of particular interest is the use of a Redunaancy

Management Subsystem (RMS) to add autonomous control to an existing design.
The concept is evaluated in detail in Section 4, Volume IIi of SD-TR-81-B7.

In summary, the RMS consists of a fault tolerant processor added to a space-
craft as a separate subsystem. It utilizes software algorithms to access

the conventionally designed telemetry stream, select engineering data under

software control, and analyze the data to determine the need to issue pre-
stored command sequences to the standard command subsystem. The intent of

the design described was to provide integrity maintenance through management

of redundant spacecraft resources. A bit of thought and consideretion of

the Viking Orbiter Computer Command Subsystem (CCS) example in Appendix A

shows that this concept could easily be sized to handle a wider variety of

autonomous control functions than redundancy management.
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1.3 AUTONOMYIMPLICATIONSFORTHESYSTEMDEVELOPMENTPROCESS

The current process for system development has evolved over years

of experience to provide for orderly implementation of mission requirements

while providing specialized attributes such as reliability and survivability.

Autonomy is also a system attribute whose requirements must be integrated with

n,ission requirements in a total system design. The srope of its impact on design,

validation, and flight operations makes it necessary to specify it uniquely and

track the prog, ess of its implementation in the system engineering process.

The techniques of implementation have some profoun_ impacts on spacecraft system

architecture, software requirements, and flight operation support. These

details must be identified and managed to provide the product necessary for an

effectivc operational system.

l.3.1 Program Management Concerns

Management of a program involving autonomous spacecraft differs in

detail rather than process from one involving non-autonomous spacecraft. The

mission conceptual and mission design phases of the program must consider the

requirement of autonomy as an attribute on the same level as reliability and

survivability. Project level policies and goals must be established in the

context of the total mission to guide contractors and designers of space and

ground segments. The acquisition process requires careful specification and

management of implementation details to insure that the spacecraft design meets

auton_,_ requirements, the ground segment provides supporting functions, and

the operations plan properly utilizes autonomous operating functions.

The Program or Project Office should consider the effects of

autonomy upon contractual relationships as well as upon technical implementation.

Cost and risk aspects of autonomy as seen by a contractor include:

(l) Autonomy is a new attribute whose implementation risks are
not well understood.

(2) Life cycle cost benefits of ,educing ground support do not

have a direct beneficial effect upon the space segment

acquisition phase of the life cycle.

(3) Increased front end costs to the space segment will result

from initial implementation of autonomy.

(4) Cost reductions to a contract involving only the space segment

may be ma3e at the sacrifice of autonomous functions or by

choosing less flexible implementations.
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Several measures may be taken to lessen the likelihood of
programmatic difficulties from these factors.

(1) Provide complete and detailed specification of autonomy

requirements that are expected to benefit life cycle costs or

provide high priority operational benefits. Specify

imple_ntation requirements in addition to autonomy scope and
duration.

(2) Provide ground test, on-orbit and lifetime performance
incentives directly related to measurable performance of
autonomous functions.

(3) Give autonomy a sufficiently high priority in program

requirements that there Is no tendency to defer autonomous

operating features to ground operations as a means of reducing

costs to the flight segment contractor.

(4) Consider the effects of risk upon the type of contract
employed. A new spacecraft designed for autonomy from the
start may be seen as having more risk than addition of autonomy
features to an existing spacecraft design.

Software development and maintenance and increased data processing

in the spacecraft design offer an additional managerial challenge. Spacecraft

computers and/or microprocessors offer the most flexible and reliable means of

implementation of autonomous control functions for a complex spacecraft.

Hardware expertise must be provided to handle the provision for programmable

logic and digital control interfaces. The software development effort associated

with an autonomous spacecraft will be higher than for non-autonomous designs

and will involve the spacecraft directly rather than being a ground based

implementation. Configuration management of the on-board software, division

of a1_orithm design and programming responsibilities, and continuing support

in flight are a11 concerns that arise with the increased importance of the
onboard software.

The following topics address these and other programmatic issues
in more detail.

1.3.2 Specification and Documentation

Autonomy impacts program documentation in both content and magnitude.

Autonomy requirements and their implementation must be specified, reviewed, an_

configuration managed as any other requirements. The inclusion of additional on-

board software and supporting ground facility capability will result in more

software peculiar documents than exist for current spacecraft designs. Processor

hardware documentation will be substituted for or added to traditional hardware

documents.
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Autonomy requirements should be documented as top level policies
and system requirements as detailed in Part II of this Handbook. A Hequest
for Proposal at any stage of mission concept, mission definition, or acquisition
should be used a_ a vehicle for expressing the contracting agency's policies

on autonomy to the contractors. Ine same policies, plus supporting materials
on design goals should be furnished to contractors or agencies involved with

acquisition and operation of a ground segment.

The material of Part II of the Handbook discusses the specification

of high level autonomy requirements for the Space System and Space Vehicle.

ihe imp!_m_ntatlon of these autonomy requirements must be documented by the

contractor in Functional Requirements to the subsystem level. This process is
not unique to autonomy, but the autonomous functions, their hardware and software

implementation, and their effects on _he spacecraft operation must be clearly
doc_,nented and traceable as autonomous functions.

1.3.3 Reviews and Audits

Preliminary and Critical Design Reviews (PDR, CDR) offer

Invaluable opportunities to view the progress of autonomous design features.
Autonomy should be a specific agenda item for these Reviews. The PDR should

contain an overview of the spacecraft archiLectural features that support

autonomous control structures, explicit statements of system level design

rules for dutonomy and the allocation of specific autonomous features to system
and subsystem levels. Hardware/software implementation plans, functions to be
protected by fault management, and the degree of computer memory and performance
margin supplied should be explicitly addressed. Preliminary plans for autonomous

operation in each phase of the flight mission should be addressed, with appro-

priate spacecraft requirements on ground facilities, procedures, ana personnel

included. The overall thrust of the PDR should show explicitly how autonomy
requirements will be met, just as any other mission requirement. A careful

review of autonomous design features is necessary at this stage of design, as
it will be more costly to add new features as the design progresses.

The CDR should address the autonomous design features at a sub-
system implementation level of detail. Allocation of control structure

responsibilities between system and subsystem resources, system and subsystem

interfaces, control algorithms for each feature, software implementation plans,

validation provisions, and status of resource margins are all topics to be

considered in detail. Details of subsystem design must be carefully examined

for unexpected impacts on the autonomous operation of other subsystems and the
spacecraft s)stem as a whole.
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The Functional Configuration Audit will review the results of
validation testing to insure that all autonomousoperation requirements are
met. Most requirements maybe tested at the system or subsystem level. Some
requirements maynot be testable except in flight. These should be validated
by simulation and analys,'s, supported by results of subsystem functional tests.
It is rarely possible to test all logical paths of a complex autonomousfunction.
The validatior process will have identified critical functions and the principal
operating modesof the spacecraft and these will provide a basic set for auditing
the achievements of the design. The Functio,lal Configuration Audit should
insure that features critical for the us(: of ground operations have been properly
validated as well as those critical Lo spacecraft operation and safety.

The Physical Configuration Audit for an autonomous spacecraft design

should not differ from that required of any other spacecraft.

I.3.4 Cost/Performance Analysis and Design

The cost of implementing autonomous functions can be measured in

terms of weight, power, and complexity as well as dollars. In fact, in_.reases

in these three factors usually lead to cost impacts on the spacecraft system to

support them. Cost and performance analysis is important to both program planning

and implementation. As yet there is no well-defined set of cost data points to

relate implementation costs to the level of autonomy achieved or to reflect the

effects of autonomous design and operation on life cycle cost. Consequently,

the initial effort must fall upon the direct implementation costs of specific

features in the spacecraft design. Life cycle costs are highly depenJent upon

ground operations costs, and these tend to be ill-defined or supplied at a

specific level of effort. They shall have to be attacked as a separate issue

once an appropriate level of spacecraft autonomy is operationally available.

The most direct approach to their reduction is through mission level design and

operations requirements that deliberately specify autonomy leading to decreased

support requirements.

Design costs and performance benefits becone visible at the space-

craft system level when the allocation of autonomous fu_Ictions is performed

(Topic 1.L.2). System design rules and policies should call for specific

system/subsystem level techniques that provide the most effective scope of

autonomous control with the least impact. This process is exemplified by the

selection of critical functions to be protected at the system level without

regard to the location of a failure. The Command Loss and Radio Frequency Loss

algorithms from the Voyager program provide examples of control implementation

in software with minimum impact on spacecraft design. The algorithms use

inferential logic or simple hardware devices for sensing, and adopt a direct/act

strategy of tree switching through a software specifiable set of redundant

elements until the problem is solved. This provides functional protection

against a number of different failure modes with minimum impact on spacecraft

system resources or subsystem designs. A11ocation of sensing, olrection, and

ction steps of the control structure can also impact costs. Sensing of faults

or operating characteristics may be easy at the subsyst(,_ level, but directlon

and action may be more easily implemented by a control executive.
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These system and subsystem implementation dotails should be examined
as cost trade-offs tn terms of weight, power, complexity, and reliability. A
set of options should be constructed to provide the required level of performance
for the autonnwnous baseline design. The choice of the desired option should
consider the spacecraft design impacts and potential impacts on grot_nd operations
tn terms of ease of operation of the spacecraft and changes to the level of
support required. The DSCS III Assessment Volumes I and III provide a high level
overview and detailed example of the type of design options (SD-TR-81-89) to
be considered.

1.3.5 Software Development

Software to support autonomous spacecraft will be required on-
board, and on the ground. The autonom_ous control structure is best implemented
on the spacecraft through progrannable logic that can be specified through data
base tables. Thts provides for maximum flexibility without recomptlation of source
code and its associated revalldatton requirements. Ground software may support
system/subsystee level simulation, audit trail processing, on-board software
develo_._ and configuration management, and performance analysts.

Ground support software requirements for support of autonomous
spacecraft wtll differ from traditional ground software in function, but the
develol_nt process will not be appreciably affected. New or expanded functional
requirements wtl! arise for telemetry processing, health status analysis,
spacecraft simulation, and software development for on-board computers.

Support of the uplink process may require simulation software to
allow the assessment of the validity of programmed sequences and changes to on-
board software before they are sent to the spacecraft. Cost and design trade-offs
wtll be needed to determine the level of the simulation and the degree of
modeltpg to be employed. The Viking Orbiter was represented by a full functional
software simulation that evaluated the effects of all proposed com_nds upon
the s_acecraft. The increased c_lexity of the Voyager spacecraft in both
payload and support subsystems made this approach unacceptably expensive.
SinmJlations were limited to specific programmable subsystems without an atten_ot
to exhaustively n_del the spacecraft behavior.

Uplink support will also require software development facilities to
support design, coding, and validation of on-board software. Oocuraentation,
configuration management, and compiler/assembler support will have to be provided
for the on-board conl)uters or processors.

Downlink support will require the ability to process and analyze

audit trail data and memory readouts as well as conventional engineering

telemetry streams. Engineering telemetry processing can be performed in a

conventional manner, though it might prove useful to have an analysis function

that would correlate telemetry from a real-time stream with stored telemetry and
audit trail recording of autonomous control actions.

Spacecraft software will require programmatic support for develop-

ment and maintenance. Software development plans, policies, and standards must

be selected for implementation of on-board software. Exceptions to the policies

III-31



should be devised. These pre-design activities are vital to an orderly
development process. They set the requirements for the _teps of the development
and maintenance process and are needed for an understanding of the process by
both management and imple_enters.

Software requirements must be developed and docume_ted at system

and subsystem levels. These may be integrated with hardware requirements in an

overall system or subsystem level requirements document, but they will provide

all information on functions and interfaces needed to proceed w(th software

design. Software designs must be reviewed for compliance with algorithm

requirements and compatibility with hardware design and operating constraints.

Ease of incorporating changes should be a consideration in software design,

with table driven logic used to implement all commanding actions.

Configuration management of delivered softwar_ will be important in

internal software deliveries and in support of changes during validation test

and might support. Test results on delivered configurations should be carefully

maintained to support future modification efforts or anomaly investigations.
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SECTION 2

SPACECRAFT SYSTEM AUTONOMOU_ DESIGN TECHNIQUES

Spacecraft system level concerns for autonomy are centered

around the overall systems data processing and control architecture, th_

techniques available for implementing autonomous m_intenance and fault
management functions, the potential design of a navigation subsystem, and

the requirement to design autonomous functions in a manner that a11ows them

to be tested to validate proper operation.

2,1 SYSTEM LEVEL ARCHITECTURE TECHNIQUES AND ISSUES

iajor system level issues for autonomy are:

(1) Data Processing ar_ Control Architecture - Provlding or

adding the processing capabillty needed for control of

system and subsystem autonomous functions.

(2) Reliabllity and Redundancy - Redundant functional capabillty,

included In design for reliability, forms the basic tool
which autonomous fault management controls. Re,tundancy
design options influence the scope and nature ot autonomous
fault management functions.

(3) Fault _anagement - Control of redundant resources is
characterized by the need to detect, Isolate, and repair
faults over a wide range of spacecraft operating modes
and in the presence of erroneous indications of faults.

(4) Software Implementation Techniques - Software or firmware

Im_ementation of control logic is the most flexible means

of providing autonomous control. A selection of potential
means for detecting and isolating fault conditions is

presented.

(s) Control and Fault Management Aigorlthms - The logical

process for implementing an autonomous maintenance or
fault management function Is an algorithm. A series of

prospective and actual flight project algorithms are
described.

(6) Algorithm Design - The process of developing algorithms
for autonomous functions is characterized from the view-

point of design and flight experience.
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2.!.1" Data Processing and Control Architecture

Co_,put._rsize, w__-;ght,and power limitations restricted early

design architectures to a sins]e c_.ntralized processing capability usually

associated with command sequencing. Late Mariner designs and the Viking

Orbiter describ_ in Appendix A typify this architecture. Increased

subsystem complexity and the availabiity of microprocessors are currently

driving decentralization of control and data processing capability to the

subsystem and component levels. A broad spectrum ot choice is possible

between complete centralization of resources and complete decentralization.

The Voyager Hesign, described in Appendix A, provides a central executive

control :.Lnority in the CCS with powerful programmable capabilities in two

other subsystems that are functional nodes for processing requirements --
the Flight Data Subsystem (FDS) and the Attitude and Articulation Control

Subsystem (AACS). Galileo architecture goes a step further with the

distribution of microprocessors to major payload subsystems. Proliferation

of local microprocessors can lead to excessive complexity just as a single

centralized system can be over-constraining for subsystem requirB;:ents.

Some middle solution of retaining a system _evel executive capability while

delegating appropriate resources to processors sized for individual subsystems

is probably most appropriate to a centralized or a decentralized architecture.

This topic describes a technique for incorporating the on-

board data processing and control functions required for autonomous control

ard fault management into the set of possible spacecraft system processing

and control architectures. This technique is readily adaptable to both I)

already developed spacecraft processing designs where the constraint of

minimal change to the existing subsystem designs is levied, thereby forcing

add-on design procedures, and 2) new spacecraft designs where the autonomy-

related functions can be integrated into the new system and subsystem

designs during the initial desiqn phase. Furthermore, the techniques

described herein can be used for multi-mission applications covering a _ide
spectrum of I) processing requirements sophistication and 2) spacecraft

processing and control architectures. Therefore, the technique may be used

to incorporate fault management features into diversified spacecraft

processing and control architectures covering the range from highly

centralized to highly decentralized organization. The steps described

in vhe subsequent subsections are chronological in order and include

rationale to justify their applicability to the autonomous control and

fault management design process. Furthermore, each step is assessed with

respect to its use in two possible spacecraft processing and control
applications repres_.ntaing comparative extremes in the spectrum of mission

reo,uirements and associated architectural characteristics. These reference

applications are I) a satellite representing an already-developed design

cb.'rently having very little autoAomy and extremely limited on-board c_nputer

capability and 2) a generic autononous spacecraft design architecture having

characteristics of a h_gh level of _Jtonomy and a highly distributed computer

capability which are integrated into he initial design.

*By Wayne E. Arens
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Z.l.l.l Baseline S_stem Functiena1_Requirements. The baseline functional
requirements for the spacecraft form the initial set of needs th_L n_st be

satisfied by the data processing and control architecture. The derivation

of this set of baseline functions is described in Topic 1.1.1 of Part [[I

of the Handbook. Mission function performance needs are emphasized, and

health and welfare functions are clearly identified. The need for control and

fault management is recognized in the provision of appropriate block and

functional redundancy in the system. Subsystem level functions must recognize

the need to provide a sufficient level of information so that fault diagnostics

are available for auton_nous and/or ground control.

Particular attention should be given to da_a processing

requirements associated with command, telemetry (engineering and pa$1oad)

and attitude control and navigation functions. From experience, the char-

acterlstics of these fu_ctions and their associated subsystems have placed

major processing requirements on the spacer;aft design. Meeting these baseline

mission requirements is a major architectural consideration that must be satis-

fied along wlth autonomy requirements.

2.1.1.2 Identification of Auto_om] Needs. The total system functional
requirements discussed above and derlved by Topic 1.1.1 of Part Ill are now

compared with autonomy requirements to identify those functions that must

be provided on-board. This process is described in Topic 1.1.2 of Part

Ill. These functions will have data processing and control requirements

that must be characte,'ized for their impact upon system architscture design

along with other mission requirements. The req_irements imposed by the_e

add-on functions are then translated into specific requir_nents for additional

sensing, processing, redundancy, and interfaces at both the system and

subsystem levels of the baseline design.

2.1.1.3 Autonomo.us Spacecraft System Design. It is ass_ned that some
centralized executlve-level computer processing and control service will

be [rovided to all subsystems. This assumption is independent of the

mission application and the spacecraft development mode. Provisions for

accommodating additional sensors, processing, redundancy, and input/Output

interfaces are incorporated as required into the subsystem designs of the

nonautonomous functional design evolving from 2.1.1.1 to satisfy the

autonomy needs defined in 2.1.1.2. The specific design modifications

involved depend upon I) the mission requirements imposed upon the spacecraft,

and 2) the spacecraft benign mode, e.g., already developed spacecraft design

versus new spacecraft design.

For an already developed spacecraft design, where minimal

subsystem design change is an imposed constraint, a new subsysten is added

to the nonautonomous spacecraft design to provide for the centralizea computer

executive-level control processes. This implies t_e possibility of more

than one centralized executive-level computer.
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For a new spacecraft design, oniy one centralized executive-

level computer subsystem is incorporated. If the nonautnnomous design

evolving from 2.1.1.1 already includes a centralized executive-level

conq)uter for service function purposes, it may be m_dified to _ccommodate

the control and fault management functions required for _utonomy.

Fault manageQent of subsystems that I) do not require con_uter

capability for performing their service functions, and 2) require only

relatively simple fault manageme,t functions to be performed to achieve the

required level of autonomy are accommodated by the centralized executive-

level computer. In such instances, a subsystem is re_vonsib]e for supplying

all necessary sensor information and/or diagnostic responses via appropriate

interfaces to the central executive. For such subsystems, the nonautonomous
design evolving from 2.1.1.1 is not modified.

In contrast, when subsystems of a nonautonomoGs spacecraft

design evolving from 2.1.1.1 require 1) additional sensors and/or 2)
more computing capability than that dvailable from the centra!ized executive,

to achieve the level of autonomy required by the mission, additional sensors

and/or co_uter processing capability are added to the subsystem design

whether it is already developed or a new design. This subsystem co_uter

performs fault nw_nagement functions at the subsystem level under the high-level

control of the central executive. It therefore must maintain an appropriate
two-way communication interface with the central executive.

For already developed designs, such as described for the DSCS

Ill spacecraft in Volume Ill of the SD-TR-81-87, additional processing

capability is provided in the form of a separate add-on module designated
as a Distributed Processing Unit (DPU). Subsystem sensor information is

routed to the dedicated DP!' which uses the information to perform fault

detection and associated diagnostics for its assigned subsystem in support

of the centralized executive-level computer. Such support prnvides

processed fault diagnostic information to the centralized executive which

is responsible for the fault recovery function of command generation and
issuance, e.g., the DPU does not issue fault correction commands.

For a new spacecraft design where a subsystem requires

dedicated computer capability to achieve the necessary level of autonomy,

such capability is integrated into the internal subsystem design. If the

design already requires a computer capability, it is simply modified to
accommodate the required fault management functions. If it does not, a

con_)uter capabi3ity is added to accommodate the fault management functions.

In either case, unlike the DPU application to already developed designs,

in which fault recovery commands can come only from the centralized executive,

subsystemodedicated computers in new designs have the option of providing

a full convalescentof fault management functions, including recovery from

fau)ts which are unique to the internal subsystem.

2,1.1.4 Centralized Executive Design. Using the autonomous spacecraft
system design characteristics evolving from 2.1.1.3 as a basis, the

health and welfare related functional and design requirements for the
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centralized executive-level fault managementco_uter functions are defined.
Whether or not the centralized fault managementcomputer capability I)
represents a separate add-on subsystem to accon_D1ishthe fault management
functions for already deve]oped spacecraft, or 2) is integrated, for new
spacecraft designs, into a single executive-level subsystem that may perform
other function in addition to fault management,the functional and
design requirements are defined assuming the availability of at least the
following hardware elements:

(i) Central Processing Unit (CPU).

(2) Read-Only Memory{ROM).

(3) RandomAccess Memory (RAM).

(4) Nonvolatile Memory (NVM).

A centralized executive architectural design, capable of
providing self-test and self-repair of its constituent elements, is defined

for incorporating the above functional elements in such a manner that all

of :he fault management functional and design requirements inclosed upon

the centralized executive can be accommodated. Using this architectural

design for the centralized executive function, the software required for

incorpora Ing the necessary algorithms, to achieve I) self-t_st and self-

repair and 2) the fault management executive-level functions required by the

specific mission application, is defined. Based upon the software

requirements, design tradeoffs are performed to finalize the hardware

computatic_al and storage performance capability. Any additional fault

management processing and centrol capability required by a specific mission,

but not provided by the centralized executive because of practical limitations

resulting from the design tradeoffs, is a11ocated for distribution to

appropmate subsystems.

2.1.1.5 Distributed Processina DesiQn. Using I) the auto,s( system
. _ w. d

deslgn characteristics evolving from _.I.1.3, and 2) the centra
executive design characteristics evolv ng from 2.1.1.4 as a basis, the

health and welfare related functional and design require_nts that must be

distributed t.o specific subsystems to meet the missio," autonow,y needs

evolvlng from 2.1.1.2 are defined. Whether or not t_is _ist_b_ted

processing capability coq_rises an add-_ D_. as _e'_ "_ _." '._

for already developed des_=,s, _- _s _-te:-e:e: "-=- _ -e- ___s_:e-

des n, the fun_.iC_a_ _-_ _ _-_ -:.-o@_L_-:_ e°÷ j__'- :_.,
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For already developed spacecraft designs, a separate DPU module,

as defined in 2.1.1.3, is desigqed and added to an existing subsystem to accom-

plish the distributed processing needs required for fault-management of that

subsystem. The DPU design includes signal conditioning circuitry to accommodate

additional sensor information, provided by the subsystem, which is not included

in the output telemetry data stream. Furthermore, the DPU is designed without

a self-test and self-repalr capability. A separate standby redundant DPU is

provided in case of failure. Fault management functions for DPUs are performed

by the centralized executive-level fault management computer described in
2.1.1.4.

For new spacecraft designs, the required fault management distributed

processing capability for a given subsystem is integrated into the new subsystem

design. Depending upon the specific mission needs, this capability may or may

not issue fault recovery commands. For mission applications invo|ving high|y

centralized spacecraft architectures for processing and control, a]l fault

management _ommands will tend to be issued by the centralized executive in the

same manner as for already developed designs using DPUs. For such cases, like

a DPU, the subsystem fault management computer is designed without a self-test

and self-repair capability. An example of a highly decentralized spacecraft

processing and control architecture is described in Appendix D.

2.1.I.3 Common Memor_ Design. Using 1) the autonomous system charac-
teristics evolving from 2.1.1.3, 2) the centralized executive characteristics

evolving from 2.1.1.4, and 3) the distributed processing characteristics

evolving from 2.1.1.5 as a basis, the functional and design requirements for a

nonvolatile mass memory, capable of providing a mass storage repository for
fault history audit trail data, critical system level software routines, and

critical subsystem-level software subroutines is defined.

For already developed spacecraft designs, a new subsystem, such
as the Data Memory Subsystem (DMS) described for the autonomous DSCS Ii[ design
option in Volume Ill of SD-TR-81-87, is designed for addition to the spacecraft.

For new designs, the fault management storaqe requirements are

incorporated into a Common Memory Subsystem (CMS) design tr,at serves all

mass storage requirements of the spacecraft. An example of such a CMS

application is provided for the high|y decentralized architecture described

in Appendix D.
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2.1.Z.l Basic Approaches. Basic approaches that are of increased
importance in the presence of autonomy goals include effective over-design

when weight, space, and cost limitations permit, deratings of parts/devices,

simplicity of design features, standardization to flight proven parts,

devices, circuits materials/processes, a minimum number of total parts, a
minimum number of device types in the design, and design pro#iding for

testability and inspectability.

Xsliability engineering for autonomous spacecraft designs _st

support a high Inherent reliability in the basic functional tedtures ef the

design just as for non-autono_us designs. The result of reliability engineering
analysis n_st al_ support the selection of functions that will require fault

tolerance and _ault recovery mechanizations to achieve the reliability required

by the mission. These types of functions that are in+ssion critical or _hicll

have a high design reliability payoff when supported by active auton_,_us fault

tolerance should be identified as early in the design process as possible.

2.1.2.2 Function Helationshlp Analysis. Functional relationship
analyses initiated early in the design program define sequences of related

dependent functions extending fr_n top level mission events tnrougn spacecraft

actions, subsystems actions, and circuit functions, to part level

functions. Tnese analyses effectively provide early participative

support to the design development process by identifying single failure

points in the design at various levels, by indication of the frequency of

function application in mission operations, by identifying areas requiring

more extensive reliability engineering and design considerations, and by

highlighting areas requiring extensive inspection and testing. All of

these outputs are directly applicable to the early selection and developoent
of fault tolerance, isolation, and recovery features reouired to meet the

autonomy goals.

2.1.2.3 Failure Mode Effect Analyses. Failure mode effect analjses
need to be function-oriented for the ejrliest and most direct application
to support the design of the fault recovery and autonom_ features.

Function failure effect analyses should be accomplished at levels from

subsystem functions to part level functions. Corresponding coverage of

,_chanica| and electro-,_chanical features should be provided by function

failure tree techniques.

2.1.2.4 Redundancy Provisions. Redundancy pruvisions in functional
designs are often used to increase the overall system reliability of
the design and t_ significantly increase the expected operational life.

Unfortunately, redundancy is s_netimes considered as an alternative to

effort required to achieve maximu_ reliability of a si_nple non-redu.Jdant

design by effective application of basic reliability techniques. With

the additional requir_nents of autonomy, redundancy must be considered

only dfter achieving maximum practical reliability bj the elimination of

all prdctical sources of unreliabilit$ with non-redundant design.



A factor that must be considered, especial lj when extreme
gains in reliability are desired, is that redundancy is not always pure

gain; redundancy in any application is an increase in c_,plexity that
carries with it some cost in possible unrpl_-_'it_

Applications of redundancy involve consideration of several

characteristics. First, the level at which provisions are added to accomplish

the function by a second, or muit_p!e _ans, i.e., at spacecraft s3stel,,level,

at subsystem level, at circuit level, or at part/device level. Second, the
scope, or extent of the redundancy which provides a redundant ,neans fur the

point of initial application down to th_ part level, or backing-up only a

portion, or vv,_^'*i^__,,_ of the overall functional sequence. [hird, a decision

whether the redundancy will be 'Active' (i.e., powered along with the primdry
mechanization) or be in 'Standby' status (i.e., inactive until failure of the

prinary). Several basi_ types of redunJancy vary with respect to these
characteristics•

2.1.2.4.1 Functional Redundancy. Functional redundancy involves providing

more than one means {two or more depending on crlticality and maxim_n possible

inherent reliability of the individual links) of accomplishing a given function.
The secondary mechanizations may encompass a completely or Rdrtiaily different
and separate functional design approach, or it may be a duplicate of the primary.
Variation in approach provides an avoidance of common fault anodes.

2.1.2.4.2 Cooperative Kedundanc_. Cooperative reOundancy involves splitting
the equipment performing the function into two or more completely or partially
independent pertions suc_, that critical elements can foil without terminating
the total function; s_ae degradation may be encountered. Mechanizatiun is
usually in 'Active' status to avoid the requirement fu_ detection/activation.

2.1.2.4.3 Block Redundancy. Block red,andancy provides two or more n_,inalld
identical elements which perform the same function. Piece parts in series or

parallel drrangements, depending on the nature of the most probable part failure
mode, and cross strapping of more complex devices/functional circuit asse,_lies

are typical examples. Though usually set up in 'Active' state, detection/

activation may be added to gain an increase in total expected operational

life. Care is required in designing detection/activation to avoid exuending

the p_tentia] gains of redundancy on loss of reliobility fr_, increased
complexity of the added functions.



2.1.3" Fault Management

Fault managementis an active control response to the occurrence
of a fault condition. Design and analysis for reliability constitute the
first level of assurance that a given spacecraft function will operate
properl). Provision for redundant implementation of a function allows a
back-up to the reliability of the basic design. An autonomousspacecraft
requires on-board control of redundancy or other repair mechanism-,to
jtilize this backup capability. This fault managementprocess cor,sists of
three logical steps:

(1) Detection - Sensing the occurrences of a fault condition.

(2) Isolation - Identifying the location of the fault and

the appropriate response.

(3) Correction - Reconfiguration of on-board resources to

correct consequences of the fault.

The remainder of this topic discusses the characteristics of faults that

influence the selection of implementation and techniques available for

implementation of the detection, isolation, and correction steps.

2.1.3.1 Fault Characteristics. Characteristics of a defined f_ult are

directly related to the resources required for fault management and the

degree of protection afforded by the fault management process. The impact

of a fault on spacecraft operations, the level of spacecraft architecture at

which a fault is defined, and the interaction of the fault with spacecraft

subsystems and operating modes are primary characteristics of concern.

2.1.3.1.1 Operational Impact of the Fault. The operational impact of a
fault provides an important measure of the criticality of providing

protection. It is a convenient ranking characteristic in trade-offs

among other faults ar_ in establishing a priority of response if several

faults are detected or are bping corrected simultaneously. In decreasing
order of importance, potential impacts are:

(1) Catastrophic loss of the spacecraft.

(2) Complete loss of mission functions.

(3) P_rtial loss or degradation of mission functions.

(4) Loss or degradation of a subsystem function.

(5) Loss of fault management or maintenance capability.

(6) No significant impact.

*By P. R. Turner
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The operational impact of _ fault may vary with different

mission phases or spacecraft operating modes. Failure of a sensor utilized
only in a spin-stabilized mode of a three-axis stable spacecraft would not

affect normal on-orbit operations, but might be important if a reacquisition
of reference_ was required.

2.1.3.1.2 Fault Definition Level. A fault may be defined as the

interruption of service of a function at several different levels of the

spacecraft functional hierarchy. Specific levels of definition are:

(I) SysLem Function Level - Examples of major syste_ functions

,o be protected are attitude pointing and uplink command

capability. Though these functions may be largely or

entirely implemented in a specific spacecraft subsyste_n,

their impact on spacecraft system operating modes and

other subsystems relegates them to system level importance.

(2) Subsystem Function Level - Fuel tank pressure indicator

failure and power converter failures are examples of this
level of fault.

(3) Assembly Level - Failure of a slngle sensor element in an

attitude reference sensor consisting of multi ple detector
elements represents a low level fault condition. The failure

may be corrected at the subassembly level without impact

on higher order functions if design of the assembly

permits.

The level at which a fault is defined is im_rtant to providing

the highest possible degree of fault protection with the minimium expenditure
of auton(_nous control resources. Too low _ level of fault definition

results in additional definition of faults at a similar level with similar

effects and resource requirements. Too high a level of definition may not

allow a timely response to a fault or allow adequate isolation of the fault.

Some factors that influence the level of fault definition are:

(I) Available repair level for correction.

(2) Time criticality of respons_ te detected fault.

(3) Availability of techniques for isolating the fault.

(4) Level of functional architecture to which the fault
can be isolated.

The Viking CMDLOS algorithm in Appendix C of this Handbook

is an example of a high level fault definition with an example implementation.

The Viking Pressurant Regulator Failure algorithm of Appendix C provides an

example of a lower level fault whose critical nature demanded a fault management

response at the assembly level.

I
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2.1.3.1.3 External Interfaces. A specific defined fault has a range of

potential interface impacts. Some possibilities are:

(I) Payload operations impact.

(2) Forced changes in spacecraft operating mode.

(3) Reconfigur_tion of one or more external subsystems required.

(4) Reconfiguration of subsystems containing fault r_quired.

(5) Redundancy switching with reconfiguration _ot required.

(6) No direct impact outside of failed unit.

These characteristics may be related closely or loosely to the operational

impact of the fault. A high degree of external interfaces implies more

resources required for isolation and correction and the potential need for

a spacecraft system level executive involvement in the implementation. No

significant interfaces outside of subsystem favors a local subsystem level

i,,_._ementation of fault management.

2.1.3.2 Fault Detection. Fault detection consists of sensing the

possible occurrence of a fault condition. Detection of a fault is usually

considered the first step in the fault management process. It maj also be
considered as a final step in closing the loop of the autonomous process

after the correction process is completed. The failure to detect the fault

after repair action can be considered to verify that the fault management

process has been successfully performed. The three primary methods by

which this may he achieved are:

(I) Direct measurement.

(2) Indirect measurement of symptoms.

(3) Inference.

2.1.3.2.1 Direct Measurement. Direct measurement techniques require the

provision of a sensor that will give unambiguous indications of a specific

fault. The sensor must be provided in the design process. This technique is

most likely to be applied to highly visible faults with serious system impact

and/or time critical response requirements.

2.1.3.2.2 Indirect Measurement. Indirect measurement utilizes the

sensing of parameters that can be affected by the fault condition. Seccnd

order "symptoms" that point to the fault must be selected to be as unambiguous

as possible. Ambiguous circumstances may be resolved by sensing two or more
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"symp_olas" and correlating them to assure detection This technique is
particularly apGdicable to "add on" fault management schemes where it is not
feasible to add direct measurement sensors.

2.1.3.2.3 Inference of Fault Condition. Inference utilizes the occurrence

or lack of occurrence of an ever t to indicate a potential fault. Failure to

receive a valid command within a software specifiable length of time is

considered sufficient evidence to infer an uDlink fault in the Viking Command

Loss algorithm of Appendix C. Inference provides a low resource means of

implementing fault detection, but ambiguity can be a major shortcoming.

2.1.3.3 Fault Isolation. Isolation of a fault consist of identifying

the proper respo,se for corrective action. Isolation is trivial for a

fault which is detected unambiguously and has only one appropriate corrective

response. Conditions requiring more extensive isolation logic include:

(1) Detected symptom is common to several faults.

(2) Fault has more than one possible corrective action.

(3) Fault may be transient or permanent.

(4) Fault may be correlated with other faults.

(5) Faults and/or corrective actions have different priorities.

Isolation logic will tend to be fault specific and is best implemented in

software. Design of this logic is usually the most challenging part of

fault management algorithm design. Fault correction response can frequently

be implemented as stored command tables for sequential execution. The

isolation logic must apply logical tests te available detection inputs and

choose the appropriate correction command files.

2.].3.3.! Common S_m_toms. A symptom common to several faults may be
resolved by cross correlation with additional symptoms - positive or negative.

The potential comc_n faults should he examined in a priority order established

by criticality of time response, impact on the spacecraft, or ease of
resolution.

2.1.3.3.2 Multiple Corrective Response. A fault with more than one possible

corrective response may be trivially isolated by only providing one response,

probably the most critical. If this is not _ssible, some priority scheme

must be provided to select a solution, test fur success, and initiate the next

most likely corrective response if the first was not successful. Such "trial

and error" approaches have the shortcoming of not being responsive to time

critical faults and requiring a large amount of commmanding and reconfiguration.

On the plus side, they may correct multiple faults and provide a series of
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solutions for complex sets of faults that are difficult to diagnose and
isolate directly from available data, The "Tree Sw;tch" corrective response
described in 2.1.3.4 is an example of thi__ approach.

2.1.3.3.3 Transient/Permanent Fault kdentification. Transient versus

permanent fault identificaEion can usually be achieved in the tiF,_edomain.

Logical processing of nominal operations should be tolerant to transient faults

caused by noise, radiation environment, or other causes. If this is the case,

a delayed response to one or more occurrences of a detected fault may be
sufficient to differentiate those cases. Counts of fault detection incident_

may be used to indicate the frequency of transient faults, which may be a

symptom of a developing permanent fault. Persistence of the detected fault

beyond a critical period may suffice to identify thc condition. It may be

necessary to correlate the detection indication with other data, however. A

sun sensor that is not providing output could be operating properly if the

spacecraft is in an eclipse condition or if its controlling electronics are
commanded off.

2.1.3.3.4 Interrelated Faults. A fault which is correlated with other

faults requires a predeflned priority of response and may require correlation

logic to ensure that the parent fault Is corrected before attempting to ccrrect-

ing the secondary fault. The complexity of these conditions may be illustrated
by an attitude control fault causing loss of solar array power and eventual
thermal abnormalities. A further level of complexity arises if the attitude
fault is caused by a thruster which is stuck open. The open thruster must be
closed or isolated before attitude re-acquisition may be accomplished with
subsequent restoration of solar array power and normal thermal conditions.
°rloritization is simplified in a centralized control structure which must

perform sequentially. Provision of decentralized control means that the

elements of the decentralized structure must communicate information regarding

correlated faults to establish a unified response before initiating corrective

actions. Presence of several faults can serve to inhibit response to secondary
faults until the more serious parent faults are isolated and corrected.

2.1.3.3.5 Correction Priorities. Uncorrelated faults with different

correction prlorities ar-_ a problem if their correction responses compete for

control or service recources. The problem is simplified for centralized control

architectures, as only one can be treated at a time and a priority scheme must

be provided by an executive. Decentralized architectures present a more subtle

difficulty. The control resources may be availab!e to attempt to correct a11

faults slmultaneously, but they may _lave conflicting requirements for spacecraft

power or operating mode configurations. Faults involvir.g loss of power
generation capability and thermal imbalance are one such co_)inatlon. Load

shedding is a standard response to power problems, but thermal changes may

require the powering of active heaters. These conflicting correction

requirements must be identified and addressed by isolation logic.
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2.1.3.4 Fault Correction. The principal fault correction response is

to activate redund_-nt block or functional capability to replace a failed

element. This involves issuing of a predetermined sequence of commands

or logically selecting among blocks of predetermined con_nands for specific

fault cend_tions. The actual correction occurs as hardware state changes.

These state changes may be hardware implemented for simple faults or those
which require an immediate response and can be unambiguously detected and

isolated. The majority of complex faults, however, require correction
responses to be commanded through programmable software logic enabling table

driven command sequences.

The complexity of the correction response to a fault may involve

an), or all of the following factors:

(I) Isolation level of the fault.

(2) Redundancy level provided.

(3) Redundancy type.

(4) Fault interface impacts.

2.1.3.4.1 Slmp11flcatlon of Correction Strategy. Correction strategy is
slmplified if the detection and isolation steps can directly locate the faulty

element. If this is not the case, correction actions may have to proceed in a

"trial and error" fashion until the fault is no longer detected or takes a

worst case of action that replaces non-faulty elements in addition to the

faulty one. The easiest ccse is usually found for easily identified faults

with major impacts on spacecraft safety. Design forethought is necessary to

provide the appropriate detection and isolation characteristics for the

potential fault. The more complex and non-optimal responses usually arise
when minimal control resources are available and/or the fault is not identified

early in the design process.

"Tree switching" until a fault is corrected is an approach

used for the Viking Command Loss algorithm (Appendix C). This technique

consists of providing a table of uplink redundant element that are

alternatively switched from one redundant block to the other in sequence

until the fault condition terminate;s. This technique provides a generalized
response to a fault that is isolat_ at a very high level (the uplink

functlnn) with minimal resources /or detection and isolation (provision for

a counter, re_c=_ ef the counter, and a test). It is capable of responding

to a wide variety of faults that may result in loss of uplink capability

and can correct multiple faults as long as no two redundant elements of a

function are both lost. The basic cost is in response time and the amount

of subsystem reconfiguration required.

2.1.3.4.2 Redundant Element Availability. The available level of the
redundant elements used to correct a fault has an important impact on the

required corrective response. A low level of redundancy may allow repair with

minimum impact on spacecraft operating modes and other subsystems. It may,
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however, require a significant increase in overhead for detection ard isolation

if a low level of redundancy is provided across the design without consideration

of the reliability and criticality characteristics of the elements.

2.1.3.4.3 Block and Functional Redundancy. Block and functional redundancy
may have different correction characteristics. Ideally, block redundancy

should be the easiest to control at any level. The faulty element is turned

off and the redundant element is substituted. Any additional complexity is

due to the interface characteristics of the fault. Functional redundancy may

requ_-e little corrective action, depending on whether the functionally

redundant elements are in use for other purposes or as a powered backup. A

functional redundancy that normally operates to fulfill a function unrelated

to the faulty element may only affect the processing logic of the faulty
function.

2.1.3.4.4 Fault Impact Across Interfaces. A major impact upon correction
requirements is the impact of the fault on other spacecraft subsystems and

functions. Correction action that requires a change in the spacecraft

operating mode or a reconflguration of several subsystems must be constrained

by the operating and fault characteristics of those impacted subsystems. Such

faults will require extensiv? commanding and have a larger memory storage

requirement than faults with little or no outside impact.

2.1.4" Software Fault Detection Implementation

Implementation of an autonomous control structure involves the

use of hardware, firmware, and software. Figure III-7 indicates the

logical relationship between these implementations. Hardware logic and

firmware logic burned into Read-Only Memory (ROM) are impossible rjr awkward

to change after launch. Reprogrammable software allows the maximum

flexibility for changes in control logic with different mission phases and

changing spacecraft health conditions, as well as allowing improvements to
control implementation with increased operational experience. Increases in

spacecraft complexity will drive a need for the flexibility provided by

software control logic. T"_s topic will address control logic techniques that

may be utilized for firmwaFe as well as software, however, the term software

shall be used to refer to the expected mode of implementation.

2.1.4.1 Software and Faults. Software routines serve as a means for

providing fault management logic and as a source of potential faults

themselves. Fault-tolerant computer and processor designs can provide a

great deal of protection against faults within the logical _ngine itself,

but there remains the prospect of external problems that provide improper

input to software logic without triggering any of the intended protection.
Such occurrences can cause the software logic to operate in a faulty manner

or to p-oduce outputs which serve to propagate the fault, usually making

it more difficult to trace its origin. The techniques discussed in this

topic are more properly considered as techniques for fault _,tection rather

WBy P. R. lurner
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than fault management. The isolation and action response to a fault

indication are highly dependent upon the fault. It is easier to enumerate

generic techniques for determining the possibility of a fault than responses.
Or rather_ the response can be sum_ari7ed as do something or do nothing

The details of these choices are left to the ingenuity of the implementor.

Software logic processing c=n be characterized by three pre-

requisite phases nf inputs, processing, and outputs. The prospects for

fault detection lie in prevention of processing faulty inputs, noting faulty

results in p_-ocessing, or preventing the output of faulty oroducts. The

best placement of protective logic is highly dependent upon the hardware

and software characteristics of the function protectS. Fault management

logic is an overhead that utilizes resources which could be devoted to direct

control logic. Consequently, the identification of functions protected and

the system or subsystem implementat_or, of protection should be a majo_

system design consideration to prevent waste of memory resources.

Software processed digital information falls into one of twe

categories: bilevel or discrete digital words. A bilevel is represented

as a single digital bit which relates one of two possible states. Bilevel

data types are the simplest possible type of logical fault indicator. They do not,

however, have any way of indicating their own faulty operation unless correlated

with another indicator. This correlation must be provided through some sort of
discrete word structure or relations to one or more bilevels and their associated

fault behavior. Discrete digital words provide more scope for detection of

faulty content. Discrete words, singly or in groups, form software instructions
in memory, data to be processed or output and command structures for external devices.

2.1.4.2 Format Protocol Techniques. Protocols which define characteristics
of valid digital words are particularly useful in input/output checks. Transient

or permanent faults can affect ar;alog/digital conversations, register loads,

data bus communications, and me_J,-y co,:tents. Format pretocols may be implenented

with or without hardware s.|pport to protect against many of these faults.

Complex error detecting and correctlng code techniques have been developed for

high bandwidth applications, but these will not be addressed in this topic.

The emphasis is on simple techniques that can be applied at the low data rates

typical of spacecraft control applications and which require a minimum of
software overhead.

2.1.4.2.1 Parity, Checks. Setting an additional bit of a data word to
consistently provide odd or even parity of the set bits is a time honored

technique for detecting many sirJgle or multiple bit errors. It is usually

applied in hardwired computer and data transfer hardware, but may be checked by
software as well.



2.1.4.2.2 _arse Word Bilevel. Consistency checking of a bilevel indication

may be provided by utilizing only one bit in a word at a time. An eight-bit
word will only signify eight distinct conditions with this technioue. The

basic error test is that only one of the eight bits it:the word may be set at a

time. If more than one bit appears set, an error has occurred. This cechn_que

can be app|ied to indicate cond:tions which are processed sequentially or are

mutually exclusive. This technique is used to mo_tor Voyager AACS operating

mode commands, as .... !y one mode _hc_Id be active or commanded a'_ any time.

2.1.4.2.3 First and Last Bits Identical. A protocol requiring the first and

last bits of a command word to be identically one or zero is used in the Voyager

AACS to protect against hardware register "fi|l" errors. This redundant bit

technique is used in parallel with a parity check on the nonredundant bits to
provide additional protection against bit errors.

2.1.4.2.4 Sequence vf Protocols. Requiring two separate protocols to occur

ir_ specific sequence fs useful in protecting critial data and command actions.

Commands can require a precursor to enable execution or storage. The precursor
may be functional, or only serve as an enable for the critical action. Data

transfers may be protected by supplying startir_ and ending addresses for the

transfer in sequence with separate protocols. As an example, the start address

might occur first with first and last bits zero, follow_:d immediately by the end

address with first and last bits set to one. Both techniques are utilized in

Voyager AACS along with a class of commarJs that must be preceded by a data
transmission to be valid.

2.1.4.2.5 Mode Validity, Check. fc_nmand or data transmission may be valid
only in a specific operating or processing mode. Execution of some types of
thruster commands may only be valid for a specific AACS operating mode _nd
should be inhibited for others. Similarly, some operating modes of a subsystem
may not be entered from others. Use of sparse wore bileve|s to indicate
current and no;. commanded modes can increase protection against bi_ errors in
such a valiJity check

2.1.4.2.6 Heartbeat. Heartbeat is a means of verifying the proper operation

of a cnntinuuusly cycling processor by repragramming it to output a specified

bit pattern at regular intervals. Cessation of the heartbeat signals the

occurrence of a malfunction to any external processor that is rmnitoring the

heartbeat. Protocol checks built into the heartbeat pattern may be used to

verify the proper operation of the communications bus between processors. This
method was used on Voyager to allow the CCS to ,rmnitor the health of the AACS.

Some internal AACS fault detection routines signalled the CCS of a need to

switch to redundant AACS hardware by shutting ,)ff the heartbeat.

2.1.4.3 Performance Assessment Techniques. Techniques for assessing the
proper performance of an autonomous operation can be applied to input, output,

or processing. Routines to implement con_nd processes or telemetry tene. to

primarily invol_e data handlino and logic tests. Checks ON input and output
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may suffice to dete-.t errors that pass format protocols. Navigation and attitude

control involve significant amounts o_ complex computation with logic paths and

final results dependent upon the outc_ne. Additional techniques are required

to locate faulty operation in a routine before vital evidence of the problem is

destroyed and to assess the operation of the software logic. These techniques
may be applied to these ends.

2.1.4.3.1 Magnitude Limit Checks. Comparison of the value of a quantity

with known or empirically selected bounds is applicable to inputs, outputs, and

computed quantities. Flight experience has suggested that wide tolerances be

initially selected for dynamic quantities. As experience is gained with noise

levels, trapsient faults, and subsystem intcractions, the limits may be tightened

with less likelihood of a f_Ise triggering of fault detection.

2.1.4.3.2 Siqn Checks. A quantity that should always be positive or negative
can be tested--for consistency.

2.1.4.3.3 Evaluation of Constants. Natural constants involved in computation of

physical processes may be evaluated from current measured or computed values.

Navigation may use gravitational constants to check for gross errors in estimated

or propagated state. An accurate navigation system could utilize the technique

to detect thruster leaks or performance degradation. The applicability of the
technique is dependent upon the accuracy with which the constant can be evaluated
and the implications of the accuracy on the detection of the fadlt.

2.1.4.3.4 Overflow Test. Computations involving summing inputs from a variety

of sources are prone to overflow. Such computations occur frequently in control

law evaluations, and an overflow might produce faulty control output or

characteristic behavior of a saturated subsystem component. In either case,

it is important to protect the output of the computations under these conditions.

2.1.4.3.5 Correlation of Inputs. Comparison of input_ from redundant sources

can be used to identify faulty data. The Voyager AACS gyro package design

provides redundant measurements of rates about each axis. Comparisons are used

to initiate fault isolation responses when the inputs differ significantly.

Comparisons that differ intermittently may be a result of noise or impending

failure. The immediate response to a single occurrence could be to ignore the
input, with a more serious response taken if the symptom continues.

2.1.4.3.6 Redundant Computation. Critical quantities may be computed in

series or parallel as a validation of performance. Input data frill separate
sources or separate processing algorithms may be used with the same data. The

applicability of this technique is dependent upon system architecture or the

availability of alternative computation algorithms.
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2.1.4.3.7 Checksums. Software may be used to implement a checksum cmputation
on memory contents that have not been n_dified or which should remain constant,
This provides assurance that changes or faults have not occurred in blocks of
input data or coded logic. This might be an appropriate technique for use by
an executive routine when software has been reloaded or a data message has been
stored in memory.

2.1.4.4 Logical Fault Detection Techniques. These techniques are useful
in detecting or diagnosing faults that occur in processing logic. The logical

fault may be due to faulty data that was not detected, unusual characteristics

of subsystem behavior, numerical instability in a computational algorithm, or a

logical fallacy in the basic algorithm design. The source of the problem is

not as important as the detection of it.

2.1.4.4.1 Execution Timing. The execution of a routine or block of quantifiable
logic may start a timer which runs during the execution. The timer may have

_ome a priori upper limit that should not be exceeded, or the timer could be
exmai:ed after completion of execution for suspiciously long or short duration

of execution. This technique may be useful as a high level ch_ck on major

functional processi_ 9 or a check on a lower level block of logi; containing

loops of indeterminate du-_*ion. A well-known nonvariable log'_ process could

be checked to insure that it ran tw_ proper amount of time. The "time out"

feature can prevent endless loops from locking up a computer due to an error.

2.1.4.4.2 Loop Counter Limits. Counters can be placed in an interac_ive

loop to determine the number of execution cycles. An a priori limit on the
allowable nu_d)er of cycles can be used to prevent infinite or excessive looping.

This can be particularly valuable in loops that are to be executed until a

computed estimate converges to within a tolerance of a final value. Such loops

can rarely be tested over a full range of inputs and are frequently subject to
instabilities.

2.1.4.4.3 Error Count Thresholds. Non-fatal errors that can be ignored if

caused by transients should be tallied to provide a measure of their frequency
of occurrence. This count may be useful only as a diagnostic, or may serve as

an indication of an intermittent fault. An error count threshold can be set to

trigger further fault diagnosis or corrective action if an excessive accumulation

of such errors occurs.

2.1.4.4,4 Control Action Counts. A number of occurrences of a specific

control action, such as thruster firing or momentum wheel unloads, can be

indicative of a fault. Such indicators may be outside the responsibility of a

subsystem level fault management scheme by virtue of their subtle interaction

with the subsystem or the fact that external faults drive them through proper

response of the subsystem. The major subsystem impact might be excessive use
of subsystem resources (propellant, c_n.putation time, etc.).
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2.1.4.4.5 Self-Test Algorithms. A system or subsystem level resource may

contain a test routine which produces deterministic actual output for a specific

input. This routine can be executed upon indication of certain faults or may
be periodically executed as a routine action. A comparison of actual output

with the expected output may be used as a fault indication or to nr_vide diagnostic
data for analysis of the logical performance of the system.

2.1.4.4.6 Ticket Checks. A ticket check is a means of tracing the logical

flow in a routine's execution. Completion of or entry into a logic path is
recorded by setting a bit in a "ticket word". The bit status of the word acts

as a record of the progress of execution of the routine. Routines with fixed

logic should have a deterministic "ticket" value after proper execution.

Routines with variable logic may have a subset of acceptable ticket values or

certain acceptable sequences of ticket values at different points in the logic

flow. A major value of this technique is that it indicates what logic flow was

taken in unacceptable cases and serves as a diagnostic tool as well as a check

on proper sequential execution of logic.

2.1.5" AIgorithm Development

The algorithms presented in Topic 2.1.6 were developed to augment

hardware reliability and fault protection which was designed as part of the

Viking and Voyager spacecraft subsystems. The development process which produced
these supplementary software algorithms is summarized i_ this section. The

description of the development process has been changed to incorporate lessons

based on this previous experience and to present a development approach which

accommodates the broader requirements of more ful Iy autonomous systems than

have flown to date. Emphasis has been placed on fault management techniques,

rather than maintenance Functions, because of the bro*_der knowledge base in

fault protection developed to date. The same basic algorithm development
approach can be readily adapted to _aaintenance functions for fully autonomous

systems, as was demonstrated during the Viking Extended Mission.

2.1.5.1 Algorithm Function. The algorithms contain spacecraft software

logic whose purpose is to augment fault protection features incorporated in

spacecraft hardware. Development of such software requires an intimate
understanding of how the hardware functions in both normal and abnormal

operation. The algorithm functions complement the hardware design and

operating characteristics to achieve the required spacecraft f_ult protection

or maintenance requirement. The optimum design process thus requires that

hardware design, component selection, and algorithm function selection proceed

simultaneously and with close coordination and a higF degree of interaction.

This process ensures that hardware and software functions are complementary

and achieve the required degree of in-flight autonomy with minimum weight,
power, cost, and complexity.,

Note that the process just described is different from design
practices to date (including those of Viking and Voyager) which have a1_st

always added software algorit,hms for tault protection and maintenance to hardware

which was already designed. This experieace has suggested that early integration

*By Robert W. Rowley
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of software function selection and design with the hardware design process

would have produced a somewhat different design in both areas and would have

enhanced the flight performance significantly.

Lriteria for partitioning functions between hardware and software

are summarized in 2.1.5.4. Flight experience is summarized in Part V.

2.1.5.2

follows:
Requirements. Fault protection requirements can be summarized as

Maintain Commandability: The spacecraft must be able to receive

and correctly process commands. This preserves the ability of ground controllers

to assist in fault correction and sequencing the spacecraft.

Earth Point: The spacecraft must maintain a primary antenna

pointed at earth. This is required to maintain commandabiIity (uplink) and data
return (downlink).

Preserve Power: The spacecraft must maintain a positive power

margin under a11 operating conditions, including during fault correction
activities.

Minimize consumable use: The spacecraft must minimize use of

attitude control and trajectory correction propellant to maximize operating
lifetime.

Note that fault protection requirements are not stated as software

req_,Irements. The software algorithms added to the spacecraft respond to

hardware needs in achieving these overall system requirements.

Fault protection requirements for military spacecraft will include

those described here for planetary spac_,craft, but muss be specified in the

highest level project documents at the outset of the project, and must be
reflected in lower level design documents which control the hardware/software

system and suD,system design.

2.1.5.3 Critical Fault Selection. The following guidelines shoul_ govern
the selection of the c.;ftical t_aults to be protected against.

(1) A failure mode and effects analysis (FMEA) should be

develooed early and used to change hardware and software
designs to minimize critical faults. (Current spacecraft

design practice does not normally require an FMEA early
enough to achieve an optimum balance of hardware and software

fault protection).

(2) The faults to be protected against should be those that

affect spacecraft function. Project level requirements,
including those inc|uded in 2.1.5.2 should determine the

functions to be protected.
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(3)

(4)

Faults should be groupea so that critical faults Cdn be
corrected with as little delay as possible. This not
only preserves operability, but better prepares the
spacecraft to protect itself against subsequent faults.

A corollary to the previous guldeline is that critical

faults should be isolated frmn the system to avoid ]ater,

perhaps unnecessary, switching of related elements.

2.1.5.4 Hardware/Software Tradeoffs. As discussed it, Z.I.5.1, the
hardware and software for autonomous systems smst be developed in parallel,
with fault protection applied tn hardware, software, or both to best achieve
mission requirements. This requires a significant change in current spacecraft
development practice, where the hardware is usually well into design before
software developemnt begins. The results of current practice as applied tt the
Voyager Attitude and Articulation Control Subsystem has been sumnarized in
Reference |. This represents a broad assessment of fault protection processes
and flight experience and forms _ch of the basis for current spacecratt fault
protection design.

The following guidelines summarize design practices and tradeoff
criteria which can influence thc split between implementing fault protection in
hardware and/or software.

(1) Uncorrected faults often tend to propagate outside the
failure area (e.9., excessive power use in one area may
cause ther_kll problems in adjacent areas). Thorougn
modeling of system operation and rapid isolation of
faulted elements is required.

(2) Cross-strapped and redundant hardware elements (i.e.,
switchable elements) should be similar in size or
function and as small as practical. Switchable elements
often should be smaller than required to meet basic fault
protection criteria such as stngle point failure p'otection.
This enhances rapid detection anO isolation of faults.

(3) Faults should be detected by measuring wh_c is required;
inference and analytical techniques should only be used
where direct measurement is impractical. Control algorithms
and fault protection a19orit_ns should be developed in parallel
since they will be interactive.

(4) Excessively tight margins can make fault mana9ement
techniques more co,_lex. Examples include power margins,
fuse sizing, temperature margins and telecommunication
link margins. Excessive activation of fault protection
features with tight performance margins can propagate and
cause additional problems.
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(5) The use of exp_t_ results (feed forward) from control
laws and similar a]gorithm rather than commanded results
to detemtne existence of a fauTt :an reduce the number
of false alarms. Such tachntqu,._s require a thorough
understanding of system perfor,,_ance and may be expensive
in software, but enhance operability.

The selected computer architecture influences the timing,
com#lextty, amount of interfaces required, and n_ny other
features of fault protection algorithms. Archite:ture

selection should not neglect the requirements nf fault

protection (another reason why fault protection should

be Included early in system design rather than _dded on).

2.1.5.5 A1)orlthm i)eveloi_nt Process. Selection of specific algorithms
required to support spacecraft operation is an output of the spacecraft design
process. Following the selection of the software functions to be developed,
the following steps s_rize the algorithm develo_nt process:

(1) Conceptual Design - Although currently passing out of vogue,
the flowchart rmains a col_)nly used tool for s_rizing
the design and operation of algorithms (see, for example,
Appenolces B and C). They continue to ren_lin invaluable not
only in developing the intttal _stgn, but in visualizing
how the algorithm functions during the detailed coding and
develol_ment, during test and troubleshooting, and pa;-ticularl$
during the reviews and critiquing sessions necessary to
ensure a well th_ght-out design.

The design of fault protection software should be perfor_d
by personnel co_letely f_tltar with the design and
operating characteristics of the hardware. Extensive test
and analysis of operation under dll conditions may be required
to _del performince under off-noJinal conditions (such as
thermal or voltage extremes) to ensure proper software
responses to false triggers. I_cause haro_dre perfor_nce
and idiosyncrasies must be well understood by the algorit_
designers, the software logic design is best performed by
the hardware cognizant organization.

(z) Audit Trail - The prt_ry purpose of the audit trail is tu
detemtne whether the fault protection features function
properly. Algorltl_ms mst provide tlme-tagged infor_tion

on significant events for inclusion in a master auOit trail.

To avoid excessive data accur_ulation, this time-tagged

output must be in nlgh-density, c_ressed for_mat. However,

it must contain adequate diagnostics, including timing, to
reconstruct the cause and effect of each event in what can

be a lengthy chain of fault protection actions.
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As discussed tn Reference 1, the audit trail provided i,!
the Voyager design proved to be inadequate in diagnosing
the experiences associated with the launch of Voyager 1.
The result was a tedious ground reconstruction process.
A conclusion from this experience is that proper audit
trail design must be part of the learning process during
algorithm design, development, and validatio_ steps and
is heavily influenced by experience gained during the
development process.

Algorithm Development and Review - Coding, test, and review

form an iterative process which must be repeated several
times to ensure proper operation of the algorithm.

Periodic reviews and demonstration (both formal and informal)
of algorithm functioning are invaluable, with the informal

peer group "what-if" discussions generally proving most
useful. The purpose of the test and review sessions should

be to uncover conditions which cause the algorithm to fail,

either by not functioning properly, failing to function

at all, or triggering when it shouldn't.

Software slmulators should be used not on1_ to verify

normal operation, but to check operation in the presence

of parity errors, noise, a complete spectrum of faults,

and human operatlonal errors.

Review and test should include the experience gained on

previous programs as well as prior history with the
algorithm of interest. Continuity of personnel is vital to
successful development of autonomous flight software.

(4) Validation - A formal test and validation phase should be

performed at both the algorithm or subsystem level and

at the spacecraft system level. Each algorlthm should
be tested at all assembly levels, since the level of
interaction (and the potential for unexpected responses)
increases. Integrated hardware tests have proven to be
more helpful than pure software testing or simulations.
After assuring normal operation, the software must be

exposed to as many operating conditions as possible to

flush out unexpected or wrong responses. Included in
this matrix should be the introduction of off-normal

and con_oletely incorrect inputs to ensure that under no

conditions will the software provoke responses other

than those which achieve the origlnal requirements.
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2.1.6" Autonomous Control and Fault Management Algorithms

The fault management algorithms used on recent planetary spacecraft

illustrate the application of the fault management tools presented in this

Handbook. Whi_e the availability of programmable on-board resources has enabled

increasing fault protection over earlier hardwired designs, these efforts have
necessarily been limited by on-board memory size to those faults considered

most threatening to spacecraft health and to the ability of ground personnel to
maintain communication. Except for a few critical events, such as launch

or planetary orbit insertion, it has generally been acceptable for the fault

routines to place the spacecraft in a safe mode awaiting ground action. Thus

the fault protection software developed to date, while illustrating many of the

principles discussed, is a relatively small portion of the software required by

a complex autonomous spacecraft of Level 5 or better which must operate unattended

for up to 6 months.

The algorithms provide a tier of reliability protection to back

up the basic spacecraft design. Many algorithms serve to back up commanded

turn, scan platform slew, or trajectory correction maneuvers which are executed

under on-board control. Limit checks of sensor outputs and computer interface

protocols are used to trigger many algorithms. Algorithms are not implicitly

designed to check for secondary failures in the sensing of a fault or to account

for a failure in their own logic design, Incidents such as these have been

considered multiple failures ana the attendant risk is considered in algorithm

design and validation. Except for the Viking extended mission (discussed

below), fault management algorithms are designed prior to launch. Extensive

reviews, checkouts on software simulators, and validation during spacecraft

system test are then performed. Nevertheless, experience with the spacecraft

after launch frequently results in modifications to the algorithms. Changing

spacecraft operation due to faults or end-of-life wearout failures also required

post-launch software updates. The ability to modify the software in flight

thus provides an invaluable tool to adapt spacecraft operation to changing
conditions.

To aid in bridging the gap between fault protection algorithms
developed to date and more extensive algorithms required for future spacecraft,

a series of generalized algorithms have been developed as examples. The

following sections summarize both these generic routines and the specific

routines developed and flown on Viking Orbiter and Voyager.

2.1.6.1 Generalized Al_orithm Forms. Based on a planetary spacecraft
experience and the DSCS Ill assessment study, A series of generic algorithms

has been deve|oped to demonstrate techniques for detecting, isolating and

correcting representative faults. Algorithm development proceeded to the level

of functional flow charts and a general description of the processing required.

No software development was attempted. A requirement of 60 days/6 months

operation without ground support at Level 5 autonomy, as discussed in the

SD-TR-81-87 was tlle primary driver in formulating the techniques developed. No

specific spacecraft or mission was assumed. These algorithms are thus intended

as generic examples of fault protection approaches rather than mission specific
fault routines as presented in the following section.

*By R. _. Rowley
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Algori_:hms were developed for power, attitude control, TT&C and

propulsion functions. Table Ill-3 summarizes these algorithms. Several

representative examples are included as Appendix B.

2.1.6.2 Specific Algorithms from Planetary Designs. The unique require-
ments of planetary exploration missions have forced the deveiopment of

increasingly more complex fault protection routines for planetary spacecraft.

Recent experience with the Viking Orbiter missions to Mars and the Voyager

missions to Jupiter and Saturn has been documented and is presented in this
section and in Appendix C.

Planetary mission requirements which force increasing application

of on-board fault protection include long communication times, long mission

durations and limited availability of deep-space tracking net time. For example,

the Voyager prime mission (through Saturn encounter) was four years in duration

with a two-way light time at Saturn of 2 hrs. 53 min. Tracking was often
limited to one pass per day with 12 to 16 hours between passes. Critical

planetary encounter sequences typ_cally occur near the end of the spacecraft

design life when failed or degraded elements are present and when communication
times are longest.

Fault routines were developed after specific faults were identified

by analysis, test or flight experience. Since fault protection by on-board

software was not initially a project requirement, the ability to cope with

the identified fal_Its often depended on the flexibility already incorporated in

the hardware design. Thus, the listings of Viking and Voyager algorithms which

follow represent only part of the software control to be included in a fully

autonomous spacecraft.

2.1.6.2.1 Viking Orb_':er. The Viking Orbiter Computer Command Subsystem

(CCS) performed spacecra t-{_--sequencecontrol and contained a11 fault protection

software. (The orbiter is described in more detail in Appendix A.) The

spacecraft design used block redundancy extensively so that fault routines in

many cases relied on switching of redundant elements. These algorithms shown

in Table III-4, were designed to ensure completion of mission critical events
such as Mars Orbit Insertion (MOI), maintain a command link in the event of a

receiver failure or inability to process commands, maintain sun acquisition

and downlink, and maintain spacecraft power. Except for critical mission

phases such as MOI, the spacecraft usually reverted to a safe condition after

exercising preprogrammed correction algorithms.

Following the primary mission, a lengthy extended mission was

conducted until both orbiters ran out of attitude control gas. The CCS on each

spacecraft was reprogrammed with additional control and fault management

routines. These routines were designed to ease the workload on a greatly
reduced ground operations team by performing routine operations such as

autonomously charging batteries after occultations, and handling degraded

operation as various wearout or end-of-life phenomena developed (such as attitude

control gas jet leaks). These additional routines resulted in significantly more

autonomous operation than had been designed into the original mission.
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TABLE III-3

Generic Fault Management Algorithms

NAME FUNCTION

Uplink Maintenance

Oownlink Maintenance

Load Fault Management

Battery Load Management

Computer Processor/

Memory Checkout

Telemetry Checkout

Loss of References

and Reacquisition

Attitude Control System

Health Monitoring and
Fault Protection

Thruster Management

Maintains a continuous telecommunications uplink by

detecting and isolating anomalies in the receiving

chain and either adjusting or replacing elements
to restore performance.

Maintains a continuous telecommunications

downlink by detecting and isolating anomalies

in the transmitting chain and either adjusting

or replacing elements to restore performance.

Monitors electrical load impedance and corrects

a noncatastrophic fault condition. Action taken

depends on criticality of load.

Provides an autonomous ability to manage power

loads to prevent battery depth of discharge

from reaching a predetermined critical point.

Detects and corrects faults at the block

redundancy level in processor and memory

elements of the spacecraft computer subsystem.

Detects and corrects faults at the hardware

block redundancy level in the information

acquisition and telemetry generation elements

of the spacecraft telemetry subsystem.

Maintains 3-axis acquisition of celestial

references and provides fault management
for fine sensors.

Monitors the health of ACS devices, detects

and verifies faults, and recovers by switching

to a redundant element or a back-up operating
mode.

Verifies proper thruster operations, reconditions

a faulty thruster if possible, and replaces a failed

thruster with a st(-dby unit if degraded operation
is not allnwea.
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TABLE 11 I-4

Viking Orbiter Spacecraft Fault Manag_nent Algorithms - Prillary Mission

NAME FUNCTIUN

CCS Errors (ERROR)

Mars Orbit Insertion
Power Transient

(MOIMAU)

RF Power Loss (RFLOSS)

Command Loss (CMOLOS)

Roll Reference Loss

ACE Power Changeover

Battery Charger

Disconnect (BCHGDS)

Share Mode (SHRMOO)

Pressurant Regulator
Failure (PRSREG)

Responded to anomalous CCS harOware or software

conditions. Normally placed the CCS in a "wait"

state (except during Mars Orbit Insertion

maneuver).

Provided a means to continue CUS execution of
the Mars orbit insertion maneuver in the presence
of a spacecraft power transient or attitude control
electronics power changeover.

Corrected a low power output of either the exciter

or TWT by cycling through a11 possible S-Band
exciter/TWT combinations until the downlink

was re-established,

Assumed a spacecraft failure if a command was
not processed in a specified number of hours.
Systematically switched redundant element until
a valid command was received by the COS.

Responded to a loss of Canopus reference star
by commanding a flyback and sweep of the Canopus
tracker instantaneous field of view to search
for the star within thc tracker's field of view
followed by a roll of the spacecraft to search
for the star.

Caused a switch to the redundant Attitude

Control Electronics (ACE) under s, ectfic
fault conditions.

Monitored the tempee_ture of each of the

two batteries _uring charging. Disconnected

a battery charger from its respective battery

if an over-temperature condition was detected.

Determined that the spacecraft was in a share
mode and shed pre-assigned loads to allow the
boost converter to boost the solar array
vGltage to the higher operating point.

Detected a propulsion regulator leak and

Isolated the regulator from the high pressure

helium supply before the propellant t3nk relief
valves couIO actuate.
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The alcorithms developed during the extended mission are summarized
in Table Ill-5. Representative examples are documented in inore detail in
Appendix C,

2.1.6.2.2 Voyager. The Voyagec spacecraft contains two c_nputers which
perform fault management activities, the Computer Command Subsystem (CUS) and
the Attitude and Artlculation Control Subsystem (AAUS). A third c_nputer, the

Flight Data Subsystem (FDS), is not non,ally active in fault management. (The

Voyager spacecraft is described in _ore detail in Appendix A). The A_CS provides

fault _nagement for attitude control functions while the COS provides fault

management for the remainder of the spacecraft as well as serving as the
spacecraft executive. These executive functions include fault checks on the
AJ_CS and AACS-CCS interfaces.

The spacecraft design used block redundancy extensively with the
result that many fault correction algorithms rely on switching redundant elements
to a11evlaLe a problem. High priority was placed on nk_intainin_ earth pointing

and a downlink and maintaining con_nd capability. Algorith_i develo_nent was

guided by the overall Voyager reliability requirement th)t no single failure

result in the loss of more than 50% of the engineering data or the loss of data

from more than one science instrument. Additional goals of fault management

include ensuring spacecraft health by managing power, minimizing expenditure of

consumables {hydrazine), and checking the internal operation of the CCS and the
AACS.

The Voyager fault routines are sumuarized in Table llI-b.

Representative examples are documented i, detail in Appendix C.
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TABLE III-5

Viking Orbiter Spacecraft Fault Management Algorithms - Extended Mission

NAME FUNCTI ON

Battery Discharge
Monitor (BATMON)

Autonomous Battery

Charging (BATCHARGE)

Science Power On

(SIMON)

Receiver Switch

(RCVRSW)

Downl ink Off

(DLOFF)

Accel erometer

Monitor (ACLMON)

Automatic Leak

Clearing (CORKER)

Stray Light

(STRAY)

Low-Rate Engl neering

Tel emetry (DECOM)

Monitored discharge current of the two batteries

during occultation and configured the spacecraft

to a safe state if state-of_charge was below a

safe le,_el due to loss of one battery.

Autonomously recharged the batteries after solar

occultation by monitoring battery temperature.

Prevent(_ damage to science instruments from

power transient at turn on by monitoring current.
The instrument was turned off if an over-current

was detected.

Protectc_l against a receiver falIure during
extended occultation by monitoring oscillator

current and switching to the back-up receiver

if current fel I bel ow a preset Ievel.

Insured that the spacecraft transmitter would be
turned off at end of mission in the event of loss

of command capability.

Terminated the propulsion burn-to-depletion test
performed at the end of the mission by monitoring
the accelerometer count and commanding engine
shutdown when spacecraft acceleration dropped a
preset _mount.

Monitored position error to detect gas jet leaks

and caused jets to actuate to attBnpt to clear
the leak.

Monitored the Canopus star tracker and initiated

sequences to prevent damage to the tracker and

acquire ^r maintain star reference after stray

light eo osure.

Extracted selected data from the telemetry

stream for use in fault protection algorithms.
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TABLE III-6 'Sheet l of Z)

Voyager Spacecraft Fault Management Algorithms

NAME FUNCTION

Command Loss

(CMDLOS)

Radio Frequency

Loss (RFLOSS)

Power Check

(PWRCHK)

IRIS Power

( IRSPWR )

AACS Power Code
Processi n9
(AACSIN)

CCS Error

(ERROR)

Tandem and Turn
Support (TRNSUP)

Heartbeat Generator

Self Test

Control (HEARTBEAT)

Omen Power Code (OMEN)

Celestial-Sensor

Fault Detection/
Protection

Corrected a failure to receive ground co_nand_. A
f_llure was assumed _henever a preset number of

hours had elapsed since the last valid co_waand receivea.

Restored either S-Band or X-Band (or both) downlinks

subsequent to a failure of either an exciter or
tra,smitter.

Configured the spacecraft to a safe power state in the

event of an undervoltage condition, a main-to-standby

inverter switch, or a CCS tolerance detector trip.

Selected the infrared Interferometer spectrometer

and radiometer subsystem (IRIS) standby redundant
heater unit if the prime unit failed.

Allowed the CCS to respond to power codes fre.
the AACS. This was a "hand shake" interface that
allowed the CC$ to monitor the health of the AACS

computer and respond to anomalous conditions. Was
also used by the AACS to ccAmand redundant or
peripheral hardware during normal operation.

Responded to anomalous CCS hardware and software
conditions aria placed the CC5 in a known, quiescent
state awaiting ground action.

Verified th_ integrity of the CCS and AACS priur to

critical functions including turns and trajectory
correction maneuvers.

Provided a heartbeat check of the AACS-CC$ and

communication link. Also acted as a performance

check Jn the AACS processors.

Issued a power code to CC5 indicating detection of
a serious fault in AACS. Resulted in saving sub-
sequent power codes for ground analysis. Also
inhibited certain functions such as trajectory
correction maneuvers.

Monitored operations of the sun sensor and Canopus
star tracker. On detection of error, triggered the
reacqutsition of celestial references and swapped
AACS redundant elements.
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T._LE Ill-6 (_heet Z of Z)

Voyager Spacecraft Fault Management Algorithms

NAME FUN_TIUN

Power Supply Fail

rlemory Refresh Fail

Trajectory Correction

and Attitude Propulsion

Unit Failure (TCAPUF)

DRIRU Fault Protection

Scan Platform
Slew Fault

Uetectlon/
Protection

Commmnd Parity

Fail

Command Sequence
Fall

Bad/No Echo

Response

Turn Complete and
TCM Turn Abort

Self Test

Catastrophe

Handler/Processor
Faults

Checked power ,nonitors in the AACS and initiated a

swap of redundant ele_aents if a fault was detected.

Monitored tnt_plated wire memory ceil refresh

performed by tile AACS processor. Initiated a

processor swap if the refresh process failed.

Performed thruster pulse rate ant spacecraft angular

position error checks to detect failures in thrusters.
Switched redundant thrusters or AACS interface or

processor units if a fault was suspected.

Monitored gyro (DRIRU) warmup and c_npared outputs

during operation to determine faults. Swapped

redundant gyro and AACS elements if a gyro fault
was detected.

Software timer in AACS to detect slews which exceeded

time allowed and prevented actuators frmn driving

against stops. CCS response depended on frequency
of fault occurrence.

Performed a parity check in AACS on commands from

CCS. If a parity error was detected, transmitted a power

code to CCS and did not respond to the commands.

Protected againct false commands to AACS/CCS interface

and AACS processor and interface unit operation.

Persistent absence of power code echoes resulted in

swap of AACS elements.

AACS power codes were echoed by CCS to test AACS/CCS

interface and AACS processor and interface unit

operation. Persistent absence of power code echoes

resulted in swap of AACS elements.

AACS aborted any turn if the sum of pitch, yaw and
roll errors exceeded b degrees. Also rejected any turn

commands if a turn was in progress.

AACS conducted a self-test of the processor on

request from CCS. If unsuccessful, a processor

swap was ordered.

AACS initiated interface unit and processor swaps if
earlier switch to a redundant element had failed to

correct a fault.
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2.2 AUTONOMOUSNAVIGATION

An autonomous navigation subsystem should be capable of performing on
board the spacecraft all of the navigation functions currently executed on the

ground. These functions include determining the actual orbit of the spacecraft

(knowledge), predicting future positions and events, ana performing trajectury

correction maneuvers (control). The measure1_nt systems are typically
self-contained.

2.2.1 Functions Supported

In theory, Autonomous Navigatior can support the following f_ission
and spacecraft functions:

Instru_lent Pointing

Orbital Stationkeeping

Avoidance Maneuvers

C_munications

Attitude Control

Uata Annotation

Urbital Event Prediction

Anomaly Detection

Relative Vehicle Control

These functions are aescribed in more detail in the f311owing paragraphs

2.2.1.1 Instrument Pointing. Using the knowledge of the spacecraft's

location relative to the Earth and the location of celestiel objects (Sun,
Moon, stars), an Autonmnous Navigation system can compute the direction to a

specified object as a function of time. The system can also determine if an

observation is feasible. Inis enables both high-level co_nding capability
and automatic sequencing.

2.Z.I.2 Orbital Stationkeeping. Certain missions require that the space-

craft maintain a specified orbital location. Geosynchronous stationkeeping
provides the clearest requirements, however, other missions such as those

requiring a particular Sun phase angle have similar requirements. The know-

ledge and predictive capabilities of an autonomous navigation subsyst_,1 enables

the computation of the propulsive maneuvers required to maintain the requirea
trajectory. Sufficient infor,_tion is available to allow for aut_,atic
execution of the maneuvers.
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2.2.1.3 Avoidance Maneuvers. Avoidance maneuvers include the general
class of maneuvers which are executed based on some coamand external to
the Navigation subsystem. Given thts external command, the Navigation subsystem
can compute and execute the Ueslred maneuvers. Knowledge of the snaneuver
allows the updating of the onl)oarcl orbit knowledge and continued execution
of the navigation mission functions.

2.Z.I.4 Comunlcatlons. in addition to proviaing antenna pointing infor-

mation, an Auton_us Navigation subsyst_ can also co_ute relative velocity
data (Doppler shifts) in support of narrow bandwidth c_nications. In

other situations, the !qavigation subsystem can provioe oroits to enaolr
ground tracking station pointing and timing prediction.

2.2.1.5 Attitude Control. Precision Earth relative attitude control may
be limited by the accuracy of existing Earth sensors. Significant increases
in precision may be obtained by using stars to estaolish an inertial refere,ce
coupled wtth an onboard spacecraft ephen_rts which relates the inertial
pointing to Earth pointing.

Z.Z.l.6 Uata kqnotatton. Unl_rd knowledge of the Spacecraft trajectory
at the times data were taken allows for location annotation on the data
prior to transmiSSion to Earth. For example, latitude and longitude grid
lines my be automttcally added to a weather picture prior to transmission.
Tnts capability can not only decrease ground costs and processing time, but
also enables tmediate use by the user. This application is being _kmonstrated
by a Landsat-O experiment using the Global Positioning System (bPS).

2.2.1.7 Orbital Event Predictions. Knowledge of the spacecraft trajectory
plus the availability of a trajectory propagator in an Autonomms Navigation
subsystem enaales the prediction of a wide range of orbit dependent events.
Typical examples include sola- and lunar occultattons, station acquisition
and loss times, and picture opportunities. Automttc tt_ue upOating of on.I)oord
sequences could significantly improve mission data return.

2.Z.I.U _. In addition to esti_nation and control of the
spacecraft orblt, an AutonOmous Navigation subsysce_ can estimate other parameters
such as sensor biases and maneuver magnitudes and directions, by colpariny
the estimated values to the predicted values, independent detection of certain
anomalies may be achieved. This capability contribute_ to the overall autonomy
of the spacecraft operation.

2.2.1.9 Relative Vehicle Control. The control of the relative _otion of
two or more vehicles In close proximity requires the application of AutonoQous
Navigation subsystem since the characteristic times of the maotion are small
relative to the ground reaction ti_. This type of navigation and control

is required for both independent vehicles and vehicles with nom-rigid
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connections. Tne navigation sensors for these applications wtlio in general,
be different from those used for single vehicle applications anO are not
discussed tn this document.

2._.I.IU Functional Hlerarch 7. A functional hierarchy for stationk_.aping
service is s_n in Fl'gure I11-_. Ground based tracking support and functions

that might be allocated to propulslon and attitude control SuDSyst_aS are

included as waell as those appropr;ate to navigation. The set of functions

directly applicable to an Autono_us Navigation subsyste_ lie primarily
under the "Uirect/Control Uroital Position" function. These are:

(I) Process navigation sensor measure_nts.

(Z) Determine spacecraft orbital parameters.

(J) Propagate the spacecrdft ephemeris.

(4) Schedule and compute trajectory control maneuvers.

(G) _enerate maneuver commands.

(b) Verify navigation performance.

An additional important function not covered is to provide executive control
of the overall navigation subsystem.

Functions (1), (2), and (3) accomplish the ephemeris maintenance
service. While these functions are ntgnly Interrelated, certain options exist
for the Implementation of each function.

The following sections provide a generalized description for an
Autonomous Navigation subsystem, along with the system level requirements,
and discuss tn some detail the first five of the above functional categories.
These latter sections present more aetatled functional descriptions along
wtth various implementation options. The sixth functional category, "Verity
Navigation Performance', has received relatively little analysis tu date a,a
wtll be discussed at only the top level. Continuing development within ttte
Auton_maous Spacecraft Program slmuld provide additional ddta in tnis area.

The final sect!_ presents a brief description of the Auton_us Navigation

efforts to date along with a _Ibllography of reference papers.

k).;!.2* Autonomous Navigation Sul)syst_n Description

Figure lll-9 presents a block diagram for a generic Auton_us
Navigation subsystem. Depending upon the application not all of the eleraents
say be required. There are also several methods for interconnecting the
vari_u_ elements of the system. For example, the :,easure_nt data coulO be
routed tirough the Executive Controller rather than directly into the navigation
subsyst_a. The components are:

*_ J. I_. Jones
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Z.Z.Z.l Navigation Neasurement Sensors. These instruments obtain the
data requlred for navigation. They may operate continuously or upon c_mndnd

and they might be shared with the Attitude Control subsystem. Typical sensors

include Horizon Scanners, Sun and Star sensors, Charge-Coupled Uevice (CCO)

cameras, radars, and rddio signals. The sensor section (L._.4) presents

more detailed data. The selection of the appropriate sensors depends upon

the mission, the spacecraft design, and the accuracy requirements.

Z.Z.Z.Z Data Editor. Prior to use in the orOit detemination process.

the sensor data must be edited to eliminate erroneous points and possibly

calibrated to account for sensor characteristics. In addition to improving

the estimation process, data fr=n the editor supports detection and isolation

of failures within the navigation syst_n.

2.2.2.3 Urbit Uetermination. This is the heart of the navigation subsyste_a
where the incoaing data is used to improve the Knowledge of the spacecrdft
trajectory. A wide range of aigorit_As based on estimation theory is
available and the selection depends upon the particuljr application.
Development of fail-safe hands-off al_rithms may be a significant challenge.

2.2.2.4 Tra_ecZorx. The trajectory propagatur services Ooth the orbit

estimator and maneuver planning segments in addition to producing unique

output data. Commonality insures consistency between the vdrious segments.

Again, a wide range of technique, is available, and selection depends upon a

detailed analysis of the mission characteristics and accuracy requirements.

The trajectory segment pr_uces output which includes the predicted spacecraft

flight path, predicted orOltal events, data annotations, arid also includes

the solar and lunar ephemerides,

2.2.2.5 Maneuver Plannin 9. Within this block it is first determined if a

maneuver is required and, if so, the time, direction, and magnitude of the

maneuver is coaq)uted. Under some conditions a single orbit correction _y be

acconq)lisned with more than one maneuver. Any other computctions related to

translation meneuvers are also couq)uted in this block. The output is the

"desired" maneuver(s) and may account fur only a portion of the constraints.

The detailed algorithwns are both maission and spacecraft dependent.

2.Z.2.6 _neuver Co_nds. In this segment the previously generated

maneuvers are translated into specific mMneuver c_nds which may be executed

by other spacecraft subsystems. A sepdrate segnent is defined since this

segment is ccwnpletely spacecraft peculiar. Tne functions assumed by t_is

segment depend upon the overall autoncwnous architecture.

III-71



2.2.Z.7 Clock. Ftgure IiI-9 assumes that the clock ts external to the
Navigation su-'_'_stem, however, for some applications it Jay restde wlthin the
Navigation SubSystem. In any case the Navigation subsystem places strong
requirements on the clock in term of both dccurac_( and continuous
tlmekeeptng. Accuracy requtreeents range from 1U-o parts per day up to
10"11 ar, d beyond. Miny applications do not require highly advanced
clock technology.

Z.Z.Z.8 Executive. The executive segment provides three functions:
coordination of the internal operation, commnications xith the outsiae ,urld,
and Inter-segment fault isolation and detection. Historically, executive
program have been the most difficult segments to design, tm_)|ement ana
validate.

Z.Z.Z.9 Interfaces. In addition to responding to ground commands and
providing telemetry data, a Navigation subsystem wtll have interfaces with:

(I) Attitude Control - pointing and maneuvers

(2) Propulslon - maneuvers

(J) Electrical - orbltal events, pelntlng and maneuvers

(4) _ta - data annotation

(5) Payload - state vectors

Z.Z.3* Systm Level Requirements and Considerations

A number of mission and system related features drive a navigation
subsystem design. These include:

(1) Mission Requirements

(Z) _acecraft l)estgn Requirements

(3) Characteristics of Uther Spacecrdft Subsystems

(4) Uperational Environment

(5) Ground System

_'13y J. B. Jones
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Z.Z.3.! Mission and SNstem Requirements. The raost important driving
factors are the Mission Requirements. They will determine many of the
functions of the navigation subsystem _,ld the level of perfor_nance. For
example, one mission may require only the generation of spacecraft epne_neris
while another may require the inclusion of full maneuvering capability. The
mission requirements will also lead to the selection of particular orbital
configurations which in turn may place constraints on the sensors which may
be utilized. Geosynchronous orbits impose different constraints than rio lo_
polar orbits.

2.2.3.2 S_ecraft Design Requirements. Since an auton_nous navigation

subsystem (s/s), b'y definition, operates entirely onboard a spacecraft it

must be designed in conformance with the overdll spacecraft design requirements.
These design requirement will place requirements on both the n(_ninal an(i

fault-tolerant operation of the Navigation subsystem. System requirements
will dictate such factors as single point failure requirements, power considera-
tions, and the fault detection/correction philosophy. The interfaces between
the Navigation subsystem and the other subsystems is typicalid controlled at
the system level in order to assure consistency and compatibility. The
requirements for both subsystem level and system level test and validation
are also specified by the system requirements.

Z.Z.3.3 Subsystem Characteristics. The third area which impacts the
design of the Navigation sub.;ystem is the characteristics of the otller space-
craft subsystems. The primary interactions occur with the Attitude Control,
Propulsion, TT&C, Power, ano, possibly, Structure.

Attitude Control interfaces may arise in a number of ways. First

the sensors may be shared. In wneral, the requirement placed on the sensors
by the two subsystems will be different. Further, the prutocoi for sensor
fault detection and correction must be clearly established and understood in
order to preclude "deadly embrace" conditions in whic_ two or more subsystems
may be each awaiting a response from the other�others. Secondly, the naviga-
tion measurements may be sensitive to spacecraft attitude. And finally,
certain attitude control systems _,y use the orbital ephemeris data to achieve
accurate pointing. In this latter case, not only are requirements placed on
navigation accuracy, but the operating characteristics must be consistent.

Propulsion/navigation interactions occur whenever propulsive
maneuvers are conducted unaer dutonomous control. In many cases, the
Navigation subsystem generates the maneuver commands which are then executed
by the Propulsion subsystem. In addition, the Navigation subsystem needs to
have knowledge of any maneuvers which have bee_ accomplished. For certain
high capability Navigation subsystems, it is also possible for the Navigation
subsystem to support Propulsion subsystem failure detection.

The TT&C and power interfaces are the usual subsysten interfaces.
Structures interfaces may arise due to sensor field-uf-view requirements.
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In addition to these interfaces, which will occur on most spacecraft,

some spacecraft may carry payload instruments or sensors which can supply

navigation data. In these cases, the navigation must be carefully designed
in order to interface efficiently and not degrade the primary payload functions.

2.2.3.4 Operational Environment. Operational Environment refers to

both the orbit of the spacecraft and to the attitude control characteristics.

Relative to the orbit, sensors which are appropriate for low altitude

spacecraft may not yield a sufficient accuracy for high altitude spacecraft.

Olliptical orbits impose special requirements on both sensors and algorithms.
Functions such as the trajectory function are sensitive to the orbit. The

trajectory modeling complexity varies with both the orbit and accuracy

requirements.

The Navigation subsystem may be affected by the attitude control
characteristics. Obtaining the required sensor data will _e much easter on a

very stable spacecraft as opposed to one with a dynamic attitude. Spinning
spacecraft will require many different considerations.

2.2.3.5 Ground S_stem. As with any other subsyste,c, the Navigation s/s
must interface efficiently with the ground control system. In order to

provide satisfactory ground control, data must be transmitted on both the

inputs and outputs of the Navigation subsystem. Sufficient data should be

transmitted to enable ground validation of the space system performance

through reconstruction of the space subsystem function.

2.2.4* Measurement Sensors for Autonomous Navigation

The navigation computer must be supplied data from three classes

of sensors: inertial references, near-body sensors, and clocks. Fig. III-IU

i11ustrates the situation and lists some possible ways of accomplishing

the required sensing. Certain generalizations can be made based on the
current state of development of the various sensors.

2.2.4.1 Inertial Sensors. The most common attitude reference is tne

celestial sensor. This determines directions in inertial space by sighting

on celestial objects sufficiently distant from the spacecraft that they may be
regarded as fixed. Star sensors and sun sensors both fall in this class.

Strictly speaking, no celestial uJject is fixed since all stars show the

phenomonenon of aberration as a result of this motion of the observing

telescope, but this has a small affect on orbit determination, amounting
to +20 arc-sec for orbital motion of the earth and to + 5 arc-sec for a low

sa_llite. Likewise, with a sufficiently sensitive su_ sensor, the apparent

motion of the sun against the background of fixed stars as a result of the
motion of the s_acecraft could be measured, and the sun weJld become a near

object rather than a celestial object. Although this motion is larger than

the aberration for typical earth-orbiting spacecraft, it is still too small

_By E. F. Iubbs
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to limit most practical navigation. Both stellar aberration dnd solar parallax
can be corrected for by computation if necessary, and this places the sun
and stars firmly in the category of celestial objects suitable for attitude
reference.

One question remains with respect to celestial reference: How

good a correction can be mad_ for the effect of proper motion? The Fourth

Fundamental Catalogue FK4_ which was prepared by W. Fricke, A Koppf _nd

coworKers in 1963, contains 1535 fundamental stars brighter than a visua;

magnitude of 7.5 and distributed over the sky with fair uniformity. Tnere

is also a supplement containing Ig_7 stars. This will be superseded by FK5

which is expected to contain about 3_UU stars to a magnitude of g.Z. Althougn

the uncertainty of the proper motions will vary from star to star, the average
uncertainty is estimated to be about X milliarc-seclyear for stars in FK4.

Therefore guide stars taken from FK4 can be corrected for proper motion

with sufficient accuracy. There is a general cor _ction to reduce the courdinate

system of the Catalog to an inertial frame, various determinations of these

cnrreccions have yielded different results, but the results are on the order

of 5 millicrc-sec/year with uncertainties of Z-3 milliarc-sec/year. These

corrections are only of importance in situations requiring extreme accuracy

in the determination of spacecraft attitude such a_ a relativity experiment. I

The other attitude references listed in Fig. LII-1U are what
might be called internal ones, in that after initialization they do not require
the observation of external objects. Mechanical gyros are used in present-
day spacecraft only at critical times such as orbit insertion as they do not
have the life to allow continuous operation on long-duration missions.
Although the wear-out mechanism is different, the same can be said of the
laser gyro. At the present time the fiber-optic rotation-sensing de, ices
offer great promise as a continuously operating internal reference, but are
still in the laboratory.

The configuration used for celestial sensing will depend upon the
spacecraft and the mission. Typical configurations are two or three strap-
down star sensors or a star sensor and a sun sen_or for three-axis stabilized
spacecraft. With a spinning spacecraft the sensor takes the form of s_e
type of scanner. One such is the V-slit scanner, which senses the time of
passage of known stars across the two legs of the "V'.

In some situations it may not be necesary to have complete inertial
reference. If it required that only the in-plane motion of _ satellite be
controlled, it is sufficient to have a celestial sensor aligned in or near
the orbital plane. Likewise if only the orientation of the orbital plane n_st
be controlled, the most convenient arrangement is to have a sensor directed
toward_ a "pole star" of the orbit.

The choice of strap-down star sensors is limited at the present
time. The only one i_nediately availaole is the NASA Standard Star Tracker

built by Ball Aerospace. It uses a magnetically focused and deflected image-
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dissection tube. Its specifications are given in Table I11-7. Various
tmagtng star trackers using solid-state detectors are under develoixaent.
The Air Force Multimisslon Attitude Determination :nd Autonomous Navigation
(MADAN) program is developing a tracker based on a radiation hardened charge-

coupled device (CCO) built by Hughes. NASA (Ames and JPL) has Ueveloped a

prototype flne-guidance sensor for the Shuttle Infrared Telescope facility
(SIRTF) based on an RCA CCD which, although not strictly a star tracker, is

close to a startracker configuration. The _CA CCU is not radiation-haraenea.

At this writing the spacecraft designer can consider only the NASA standard

as an available item. Its accuracy of IU arc-see over _ field uf view is

only achieved by a careful ground calibration which yields IYU caliordtion

coefficients. Once this is done, it seems to perform satisfactorily. The

Magsat mission operated with redundant attitude-determination devices,

including two star trackers. A comparison between the direction as

determined by one of the trackers and the directions determined by tile

TABLE 111-7
NASA Standard Star-Tracker Functional _haracteristlcs

NASA Standard

Parameter

Photo-Sensor Type
Spectral Response
Lens
Window
Field of View

Sensitivity
Vehicle Rate

Search Mode

Acquisition Time
Track Model

Output Data Rate
Track-Scan Period

Noise-Equivalent Angle

Total Accuracy

Analog Outputs

Uigltal Outputs

Size
Weight

Value

b_ge dissector, ITT F4UIZ KP
S-20
7Umm, f/1._
Fused quartz, U.3 in. thick
80 x 8o

b.7 visual magnitude, Class uov
U.3O/sec
Raster Scan
1U sec
Unidirectional cross scan
lO updates/sec each axis
1OO msec total for both axes
16 arc sec maximum

lU a,c sec (l) over total field
Star magnitude, instr_nent tenN,.
Two 16-bit words giving star
position (I_ bits for each axis)
and status

6.5 x 7 x 12 in
ll lbs.

basic tracker

only
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second tracker in combination with the su_l sensor shows a variation in the
difference of 5 arc-sec rms. Drifts in alignment correlated with tel_erature
were observed during the Hagsat mission. Part way through the mission a
heater on one of the trackers failed. This caused a snift i_ direction of b
arc-sec.Z

Although COD trackers are not available as flight-qualified devices
at the present time, their performance can be projected from the results of
laboratory and field tests. The advantages of the CCU are that the geometry

is fixed by the physical structure of the detector and they are _cn less

sensitive to magnetic fields. The uncertainty in star location is typically one
part in 104 of the field of view. A CCD tracker with the same _o field as

the NASA standard would have an uncertainty of J arc-sec without calibration.

The sensitivity depends upon the collection efficiency of the optics. A

reasonable estimate is useful operation at a visual magnitude of b or /.J

The situation with respect to sun sensors is significantly different.

The sun sensor of choice for a 3-axis stabilized spacecraft is the NAbA
standard made by Adcole Aerospace Products. It covers a field of view of

640 x 640 so that a total of six are required to cover a full circle.

Each sensor head contains coarse and fine reticles for measurement of sun

angle in two orthogonal directions. The specified accuracy of the sun sensor

is +6U arc-sec within a 3Uo cone angle, lne repeatability is specified as

+3O--arc-sec. The experience with Magsa_ indicates that with ground calibration
_nd a significant amount of onboard calculation a resolution of Z arc-sec and

an accuracy of IZ arc-sec r_s could be obtained. The experience with Magsat

also showed a fixed discrepancy of 55 arc-sac between the ground calibration

and the flight measurements in one axis only. The origin of this was not

detenuined, but it indicates that provision must be made for in-flight

calibration of the sensor pointing directions when nigh accuracy is required.
In addition to Adcole sun sensors a wide variety uf sensors has been

built by TRW, Honeywe11, Lockheed, Ball Brothers, Hughes, and Bendix.

2._.4.Z Near Bod_ Sensors. Of the various near-body sensors, the earth

sensors are the most highly developed with substantial flight experience with
both static and scanning devices. The available earth sensors detect the

horizon in eiLher the 14-16 micrometers CU2 band or in the ZZ-4U _icr_,_ters

HzO band. Sensors operating in the CO 2 band typically use germanium

optics while those in the HzU band use silicon, betection is done witn

thermal detectors: thermocouples, thermopiles, or bole_eters. Sensors are

manufactured by Barnes Engineering, Ithaco, TRW and _uantic If,dustries.

The quantic Industries Model bIUU serves as an example of d static

instrument. It is a radiation-hardened instr_nent designed to operate at

geosynchronous altitudes. It senses pitch and roll using radiation-balance
on eight thermocouples and oper]_:e5 in a band front Z2 to 33 micrometers. In

addition to the horizon-sensing optical systeJa it has a separate system to
sense the presence of the sun in the field of view of the detectors. This
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sun-presence system automatically shuts down any of the thermal detectors

directly affected by solar radiation. The sensor has a linear range of +Z

degrees and a saturated signal range of +17 °. The uncertainties _t geos_nchronous

altitude are given _n the following table.

Source of Uncertaint_ 3 sigma

Electronic noise

Electronic offset

Long-term drift in detectors

Changes in housing temperatures

Alignment and calibration

Horizon variations

RSS

RSS

RSS

0.002 deg.
{).005

b,Ol5

0.008

o.oIB
0.030

0.035

0.022

0.041

The line of horizon scanners made by Ithaco serves as an example

of the scanning class of sensor. It uses germanium optics and an immersed
bolometer as a detector. A wedge which gives a deflection is rotated in

front of the lens to give a conical scan. A typical configuration places a

pair of sensors on the spacecraft with the axis of the detectors aligned

with the + and - directions of the pitch axis. Each sensor generates a square

wave as the scan passes on to the disc of the earth. The phase of the wave

is a measure of pitch attitude, while the duty cycle is a measure of changes

in roll. "Peaking circuits" are required to make the rise and fall in the

square waves as independent as possible of variations in horizon temperature.

These sensors may be used from 150 km to above geosynchronous altitudes.

It is necessary to make correction for variations in the horizon

location with season and latitude as well as for the flattening of the earth.

Once this has been done there remain random effects given in the following
table:

Source of Uncertaint_

Horizon random-radiance effects

Electronics drift

Optical alignment

Noise (one sample)

(four samples average)

Quantization error

3 sigma at lOOU km

Roll Pitch

O.OZZ deg O.02B deg
0.015 0.U15

0.02 0.02

0.034 0.047

0.017 0.024

0,005 0.005

RSS (one sample)

(four sample average)

0.040 O,ObO

0.037 0.046

Landmark tracking has been the subject of several studies over

the past 10 years. Some of the possibilities which have been or are being

investigated are listed in Fig. III-i0. They are the optical tracking
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of landmarks, the tracking of radar transmtters and the use of synthetic-

aperture radar (SAI_). The optlcal-tracking investlgdtlons were concerned with
unknown landmarks, nile the radar studies nave been concerned wlth known
landmarks.

_oth TRW4 and Honeywell 5 made studies of the optical tracking
of unknown landmarks. The TKW work resulted in an engineerin_L model of a
gimballed tracker using an image dissector tube as tne detector. T;_:s syst_,
was carried through the laboratory-test Imase. The _erfonnance was one sa,_ole
every lO sec with a gtmbal bias of 4 arc-sec and a rand_a error of similar
size. The Honeywell system utilized t.o boay-fixed silicon-matrix photo
detectors to measure the lancUnark motion. This system curried the sensor
assembly through the critical c_nponent development phase. Perfo_nce on the
order of I km for low altitude orbits WdS projected.

The tracking of ground-based radars at known locations has been
studied by IBM. b The system used lnterferometric techniques to provide
accurate tracking of radar landf_arks. The center frequency is 3 I_z which
provides all-weather operation and limits ionosphere refraction to 4 drc-sec.
This program proceeded through the crittcal-c_aonent deve|opment pllase, and
predicted accuracy ]eve|s ranged from 68 meters (l sigma) for the Holniya IZ hr.
orbit to 9UU meters for a synchronous orDit. In low earth orUlt the SySt_u
can also provide attitude tnfornkmtton to +I arc-mtn without the use of
celestial sensors.

A posstble approach to known landmark tracking _ sjnthetic
aperture radar (SAM). Such a system would use SAH _ges in co_lnation with
a star or sun sensors to provide navigation data. Beginning wlt_ an initial orbit
estimate, the system ft_st selects a landmark and c_ands a navigation image.
At the appropriate time the _AR takes the image which is then processed. In
parallel, the navigation system selects the proper map from it_ file and
performs the necessary rotation and scaling. Tne updated map is then correlated
with the SAR tn_ge and the navigation data is extracted. Landmark locations

should be easily detemtned to 1OO meters, and with additional work, incluaing
posstO|y tnfllght calibration, determined to IU meters or less. Thus for
reasonable SAR range accuracies, navigation accuracies to _UU meters or less
are possible. A fine-tuned systemmight produce accuracies in the |U-ZU
meter region for orbital altitudes in the range of _bU tu |UUU km. NO work
is known to be under way in this area at this time.

The regaining near-body tr_cking possibility is the muon. There
are two sensors suitable for moon tracking under development at the present
time. The first of these ts the Space _extant being developed by Martin-
I_arietta for Air Force Space Ulvision. 7 The principle of operation is the
measurement of the angle between the limb of the moon and a known star Dy
measuring the angle between two telescopes, one tracking each object. It can
also measure attitude by measuring angles fr_n known s_drs to reforence
surfaces in the sensor. The mechanical arrangement of the sensor vtaces the
two telescopes in a common plane and orients this _lane with a gi_mal assem,toly
to allow the desired measur_aent. A spinning wheel concentric with the
telescopes injects a collimated timing light into each telescope. [ne timing
of these light pulses measures the angle between the telescopes. There is a
wide field ot vie_ used for acquisition and a narrow, high-resolution field
for the fine measurements. Tne resolution of the angular ,_asurements is
about U.15 drc-sec and the accuracy is of the order of one drc-second.
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The limb-tracking telescope ts driven by the servo system to that
part of the 11rob normal to the star direction. The computation must correct
for the radius of the moon and for significant variations in the limb as a
result of topographic variation. The result tS a measurement of tne anijle
betwee,_ the center of _ss of the moon and the star. Line measure_ent locates
the spacecraft on the surface of a cone wltn its apex at the moon and a_ts in the
direction of the star. A second measurea,ent to a different star establishes
a seconc: cone. The intersection of the two cones establishes a line of possible
positions to the spacecraft. A sequence of lines of position and their times
enables the spacecraft position to be estaOlished. _itn the aid of an
onboard estimation filter tt is projected that _pace Sextant can jield
positioning to Z50 meters, z sigma, and attitude to O.b arc-set, I sigma,
in any orDlt tn the earth-moon syste, n.

1he recently developed technology in charge-coupled device (CCU)
imaging detectors, wfllch was discussed above tn connection with stlr trackers,
also has application to near-body sensing. An example of work In this area
is the Optical I_vigatton Sensor under development at JPL for NASA. d This is
an astronomical optical-navigation instrument emplodlng single-frame, slow-
scan television imaging. It uses a commercial CCU area-array detector tn
comOtnatton ,tth a microprocessor which extracts near-boOy and b_ckground-
star centers from each frame. Its application to Xunar tracking is facilitated
by the well-defined lunar limb.

For limb finding, each llne is scanned for groups of pixels which
both exceed a specified threshol_ and exhibit a rapid change of intensity.
Groups of ptxels satisfying these criteria are stored for later processing.
Since these ptxeis are the only ones stored, most of each scan line is
discarded, and a data compresssion of IU to Its achieved without loss _f
metric accuracy. After the limit-finding operation, a small band of ;ixels
outlining the limb and containing some terminator points will nave been
stored. The processing then removes obviously bad points and terminator
points and v_es a preliminary estimate of the center. Limb points are t,en
computed for each line by finding the point where the directional derivative
is greatest in the direction of the estimated center. These limb points ere
then fitted with an ellipse using ltnedr ,aean square error estimation. 1he
luna_ center is then defined as the geometrical center of this ellipse.

The centerfinding can be done to an accuracy of +3 micr_neters
on the CCU. For a )bU im focal length lens tnis trdnslates into +4 arc-sec
and is proportionally smaller for lenses of longer focal length. A breddbudrd
of the Optical Navigatioa Sensor is under construction, and field te_ts of
the instruments on I_ner centerfinding dre pldnned.

L.2.4.3" Clocks. As previousl_ noted in Figure III-IU, there are three
types of os_ors currently available for use in an onbodrd clock; quartz,
rubidium and cesiun. Of the three, the quartz technology is the best developed,
with a long history of quartz oscillators culminating in a currentl_ availaole
and flight-proven high stability oscillator. Th3 rubidium and cesium technolo_Ly
iS newer, with the first 9eneratian ot tlight oscillators being usea in the
Global Positioning System Navstar satellites. Tnese latter oscillators are
expected to be fully flight-qualified in the near future.

*By J. _. Jones
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Considering only the navigation requirements, the choice depends
upon both the required navigation accuracy and the required period of autonomy_
For example, a mission with a lO-meter navigation accuracy requirement over
a 6 month autof,omy period will require a much more accurate clock than a

mission with a I km accuracy requirement over a 2 week period.

In order to quahtify the relationship between oscillator accuracy

and navigation accuracy_ we may use the following first-order expression:

p _-Vc6t

?

= Vc as + _r (af)t + I/2 (6d)t _

where P is the position error and Vc the orbital velocity, The timing error,
6t is separated into the following types of errors:

6s = the error In initially setting the clock
6r = the error in reading the clock time

5f - the error In the knowledge of the oscillator frequency
6d - the err,- In the knowledge of the frequency drift

Table 111-8 presents typical values for the various error

tern_ for the three types of oscillators. These ranges are fairly conservative

and improvement may be possible wlth an optimized system. Assuming that all

of the clock errors are independent, Figure III-ll presents the range of

navigation position unce_alnty due to clock error for the upper and lower
bounds given in the Table and autonomy periods up to 180 days. A low altitude

orbit (250 km) Is assumed. For higher altitude orbits the error reduces by
the ratio of orbital velocities. At geosynchronous a|titudes, the errors are

reduced by a factor of 2.7. As may be seen the lower bound of the errors is

determined by the set and read errors. The frequency knowledge error and

frequency drift errors for the cesium oscillator do not significantly contribute
to the Navigation error.

The question of clock autonomy has not been considered in detail,

however, preliminary considerations indicate that it would be desirable to

operate three clocks simultaneously in order to detect and isolate internal

clock failures. Further, to protect the clocks from external power fluctuations,

the clocks should be provided with backup power supplies, i.e., batteries.
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2.2.5* Process I_asureaemts (IMta Comltttontng)

Before msure_mts are passed to the or_tt deteminatton subsystem
for state esttmmttem tt Is essential to screen the data to eliminate OCCdStOnal
"blunder points" and, for most applications, to perform uther editing,
calibration, and performnce-mmttorln_ functions aS _11. Thts combination
of functions is semetiaes called d_ta conditioning.

2.2.5.1 on Oata Condtutre_ts ttontn . Requtrmnts on data conditioning
are strongly ross on an Sl)_Cec_pend_t, but in _eneral 1;he following
functioe.al requirements are appltcable:

(1) Prevent obviously I_d masurelents from reaching the state
esttmtton function.

(2) Eliminate excessively redundant state estt_tion c_utations
by appropriate data selection and/or confession.

(3) Apply calibrations to raw moasuremonts (if dvatlable dnd not
applied elsewhere) to enhance accuracy.

(4) Provide audit data on orbit determination and sensor performance
as the I_sts for anomaly detection.

*By J. P. HcUanell and K. D. Please
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Z.Z.b.Z Identification of Bad bate. Bad _asur_ne.nts can be identified

by testing pre-fit observation residcais for consistency with a predicted
resldual v_riance. Computation of the predicted variance is strdightforward

using the state COvdriance (or equivalent factors) and observation partial

derivatives from the orbit dete_ination process and the observation noise

variance. If the ratio of the squared residual to its predicted variance is

greater than a specified threshold value, the point is deleted. Since the

main purpose of this test is to eliminate occasional olunder points, the

threshold should not be set too low. Typical values Inignt be in the range

of g to _ (where a value of g corresponds to a _ siena test and Z_ is a b
sigma test).

Another method of identifying bad date that should not be overlooked
(wi_enapplicable) is a direct consistency check between redundant measure_aents.

The c_arison may be betv_een redundant sensors of the sa_m_ type or between

sensors of different types measuring relateO quantities. If the measurements

do not agree within allowable limits, additional tests (e_g., on residuals)
will be required to determine which is correct.

_.Z.5.3 Performance Monitoring. In conjunction with the screening of
,_asuroments some useful performance monitoring can take place. The average
residual value, the residual swa-of-squares, and the n_ber of points tailing
the screening test in a particular time period can readily be monitored and

used to flag potential anomalies so that appropriate corrective action may
be initiated at the system level. In general, anomalous residual beI_avior

(e.g., a large bias on several successive measurements) faay be due either to

sensor malfunction or divergence of the orbit determination process. The
particular diagnostic criteria and corrective actions to be taken are

appmication dependent.

2.2.5.4 I'.ta Compression. When highly redundant measurements are available,
it may be wasteful of co_uter resources to perform a coe_lete state estimate
update with each measurement. On the other hand it is desirable to take

advantage of the additional reliability inherent in redundancy. Thus some

form of data c_npression or averaging may be appropriate. Usually this
involves a simple arithmetic averaging of several independent measurelnents.

lhe state estimator then treats this average as a single s_asure_nt with

variance inversely proportional to the n_,_ber of original 0_easureme,ts.

2.2.6* Determine Spacecraft State Vector

The orbit detennination (UU) function maintains and continually

corrects an estimate of the spacecraft state vector {position and velocity of
orbital elements) based on information inherent in t)_emeasurements provided

by the sensors. The OU process is primarily a data-fitting process consisting
of tre following steps:

(1) Predicted observable values are computed at times which

correspond to the acquisition times of actual realized

observations (measurements).
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(z) _artlal :lerivatlves are c_uted, _Ich relate how changes in

the predicted observaoles at each time are affected by changes

In the spacecraft state and (In s_ cases) other parameters

of the spacecraft motion.

(3) The difference between each observation va]ue and tts preOicteO
va3ue is computed.

(4) These differences, or data residuals, are redL_ced using the
associated partlal derivative matrix, to an estimate of the

spacecraft state, and if desired, the associated trajectory

_el parameters. These adjusted para_,_ters then /ield the

trajactory (or orbit) whlch most closely predicts the observed

data; 1.e., drives the sum of the squares of the residuals to
a mlnl_m value.

Z.2.6.1 _Functton. Design and implementation of the UU
functlon may oe cnaraccerlzeo as a tradeoff of c_utational requirements

against accuracy i_d rel|abtl!ty. Toe cooputattonal requirements for UU are
consideraole, even tn relatively siq)le systens, and typically are a _jor
driver on the capacity of the onboard computer. On the other hand, the
performnce of the navigation subsystem, while u|ttmately limited by the
sensor accuracy, may be artlftctal)y limtted by the choice of models and
algorithms tn the OO f_nctton.

Clearly the specific requirements on the OO function are mission
dependent, but the following general statements can be made:

(1) The cmputattonal requtreaen:s of the UU function _nust be
consistent ,lth the numerical precision and speed of the
onboard computer.

(2) The completeness and co_lextty of the modeling must be
consistent wtth the sensor accuracy.

The data fitting process must be tolerant of unnmclelea d_namic
effects, syste_ttc measurements errors, nonlinearities, and
all other potential error sources; i.e., the response to
unexpected errors must be _oaest degradd[ion of accuracy
rather than divergence.

2.Z.6.2 Esti|itton _lr|thm Sele.tion. At the hedrt of the data fitting
process ts an es oat on a gor_[_.._literature abounds with such
algorithls, and whtle many candidate algorithas for onboard UU applications
can be shown to be mathe_tically equivalent under Idealized assumptions,
the differences In real-world performance in a coaputer of limited word

*By J_P. 14cDaneli and K. U. Mease
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length, limited core, and limtted speed can be significant. This section
will define the major classifications of algorithms, descrt_e their relative
strengths and weaknesses, and provide sI guidelines for selecting an
algorithm for emboard 00.

Algorithms typlcaliy used for OU are built around a linear estlmtor.

The estINtor processes measurmnts to yield additive corrections to an

a priori spacecraft state vector about which the nonlinear equations of ,1_tion

and equations relating the spacecraft state to the observaoles nave been

linearlzed. A]gorit_ can be classified iccording to the mode of measure_nt

processing. "Batch" algorlChn_ accumulate all the measurements to be e_loye_

in a given orbit deter_anatlon and process th_ si_]taneously. "_quentlal"

algorltl_ process the measurements one at a time, as they are acquired.

_quentlal algorlt_ are clearly attractive if storing the required number

of measurements for O0 exceeds the s_orage capacity of the onm_rd co_uter.

However, if the actual trajectory is a nonlinear function of the a priori

referen:e trajectory, then more than one iteration may be required for

convergence. This entails reli_arlzlng about the corrected trajectory fr_

the privies Iteration and then repr_esslng the nma_ur_nts. Thus, the

mmeasurtaents must he ;tored for either the batch or sequential algorith,s.

l_k)dlfledsequentlal algorithms, referred to as "extended sequential" algoritJ_ms,

seek to avoid storing the measur_ents despite the presence of non]inearities.

The corrections pr_uced by the linear estimator after the _r_essing of a

measurement are used Iidlate]$ to correct the state vector. Tnen, _fore

the nex. measur_nt is processed, a rellnearization about the corrected

vector i_ performed. The extended sequential algoriti_s require an increased

araount of computation for a single iteration, but, on the other hand, they
offer a higher probability of converging in the first iteration. !

The sequential and extended sequential algorithms have a c_nputationai
advantage over the batch algorttlvn. An essential step in the batch processing
of measurements is a matrix inversion. If the measurements dre processed
sequentially, the matrix inversion is reduced to a sequence of scalar divisions,
provided the measurements are uncorrelated. Another advantage of the sequential
and extended sequential algorithms ts the relative ease and computational
efficiency with which dynamic process noise can be incluaed. More will be
said about thts in 2.2.6.3.

In the presence of nonlinearities, the convergence of the batch,
or sequential algorithms which process all the measurements before relinedrizing,
is less sensitive to an occasional "bad" data point than that of tne extended
sequential algorithms. A further advantage of the batch algorithms is that
they are computattonally more efficient for a large number of measurements.

Estimation algorithms can also Oe classifiea ds to whether the
covariance nkltrix for the estimated states is used in the c_putations or
whether some factor or factors of it are. The Kalman sequential algorithm _
involves the covariance _trix; the Potter sequential algorithm 3 involves a
square-root of the covartance matrix; the Carlson-Cholesky algorit_n q involves
a triangular square-root of the covariance matrix; and the Bien_an algorithm 5
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involves a UUUT factortzatton of the covariance matrix, where U is a unit
upper triangular matrix anU O is a diagonal matrix. S_aewflat analogously,
there is the standard ,etghted least-squares batch algorithm, and there is
the square-root tnfomation ftlter (SRIF)b, an alternative tater algorithm.

The %quare-root" algorltl_ms are more robust in the presence of
numerical errors due to finite precision arithmetic 6. Tnts ts an important
propert$ for an algorltl_m which Is to be l_lemented on an onDoard computer

of 11mlted word length. A corollary Is that the square-root a1_oritnms can
tolerate a _reater dynamic range of varlaoles without becoming numerically
unstable. A number of modifications to the Kalman algorit_ have been
suggested for the purpose of rendering it more numerically staole. _owever,
the more fundamental approach of reformulating the algorithm in te_ns of a
factorized covartance matrtx has proven to _e more effective, b

The Bterman U-D algortth#_ has the numericai robustness of the
square-root algorittwns, yet does not require the c_nputation of numerous
square-roots and is, therefore, faster than the square-root algorithms.
Moreover, if tt is efficiently implemented, its core requirenents and
computational s_ed are compdraOle to the mute popular but leSS reliable
Kalman algorithmO. Thus, the Bterman algorit_a has the raost desirable
combination of properties for most onboard OD applications.

T

m

2.2.6.3 Formlatton of Nodels. Integral pdrtS of the onboard UU system
are the mathematical models whtch are used to generate the predicted observables.
The predicted observaOles are computed as a function of the free pJra_eters
in the models. The estimation algorittua detemines the values of these parameters
such that the predicted observaOles agree with the actual data in a weighted

least squares sense. The free parameters consist of tne components of the

spacecraft state, along with other parameters appearing in either the trajectory

or observation s._odels, l_ecause of the limitations imposed by the onl_oard

computer, it is desirable to keep the number of free parameters, and hence,

the dimensionality of the estimation problem, as low as possible without

degrading the OU bclow the required accuracy.

There are a numl_er of choices for the co_4_onents of the spacecraft
state (e.g., positions and velocities in Cartesian coordinates, classical
orbttal elements, etc.). The particular Choice of components, in turn,
dictates the form of the trajectory and oOservation models. Thus, there is
some flexibility in formulating the problem which the estimation al_orith_
wtll be required to solve; a prudent choice may be an important factor in
maxim_ing the ultimate accuracy and reliability of the onboard UU system.

Orbital elements are often preferable for modeling a spacecraft in
orbit about a body. However, one must be careful to choose a set of elements
which will not become stngular over the range of possiale trajectories.
Each set of elements will lead to corresponding equations of motion. It ma_
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be posstble that, for a particular set of elements, the corresponding equations
of motion can be solved analytically. This would then allow the partial
derivatives needed for OO to be derived analytically, rather than by integration

of variational equations, which would reduce considerably the computational
load of the OO function.

Another possibility is that, for a certain set of ele(,lents,one or

more of the elements may remain constant for the particular trajectory (orbit)
tO be flown. If the value of a constant element ws known to sufficient

accuracy, then there is no need to estimate it, and the dimension_lity of the

estimation problem can be reduced. Certain components of tile spacecraft stat_

may also be eliminated as estimated parameters, even if they are not accurately

known, if knowledge of their values is not required and they are not observable,
i.e., they do not influence the measurements.

Mother important question is how accurate should the trdjectory
_dei (equations of motion) be? _hould one account fur third bogy effects,
solar radiation pressure, asymmetries in the gravitational potentials of the

gravitating bodies, spacecraft gas jet leaks, etc.? The considerations are:

I) storage capacity of the onboard computer, _) the number of additional free

_arameters that will have to be estimated, and _) tne impact on the accuracy
and reliability of the OO if the above items are not accounted for.

Since it is often not possible to m_del the trajectory to an
accuracy consistent with that of the e_asure_nts, techniques for ._del error
compensation are necessary. The techniques involve the addition of stochastic
acceleration terms to the equations of motion, lne stochastic accelerations

can be modeled as white noise or Gauss-I_rkov processes of first, second, or
third order. Gauss-Markov processes nave been particularly effective in
compensating for unmodeled spatial v_riations in the gravitational potentials
of the Earth and the Moon. The stoct,_tic accelerations, also known as
"process noise", are easily incorporated into the sequential aria extended
sequential estimation algorithms, lneir inclusion into the batch algorithm.is
is more complicated and entails an increased computational load.

Unboard clocks wi11, in genural, be !ess accurate than clocks used

in ground OD systems, and it will be necessary to account for timing errors.

The errors are usually modeled as a bias and a drift, and the two associdtea

parameters are included in the estimated para_aeter list.

A final point concerns the i_ortance of the Spacecraft attitude
in the OD process. In many cases attitud_ determination and control dre

completely independent of OD. However, there a_y be requirei_nts (e.g., to

maintain a certain pointing accuracy continuously), that would couple attitude

and orbit determination. Further_nore, if atmospheric drag contributes
significantly to the spacecraft _otion, then attitude and orbit Oeten;_ination

are coupled, since the drag is a function of the spacecraft attitude (unless

the spacecraft can be considered spherically sy,,ms|etric).
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Z.2.7" Propagate the Empheris

In an autonomous navigation subsystem the trajectory subsystem
will have several functions: orbit prediction, ephemeris generation, event
prediction, and maintenance of constants required for navigation algoritm_s.

2._.7.1 Orbit Prediction. Orbit prediction consists of taking an initiai

spacecraft state vector at a specified time and propagating the trdjectory to
a second time to obtain a final spacecraft state vector. The trajectory

subsystem is available to the remainder of the navigation subsystem for

serving this function. The propogation algorithm _nay be analytic in for,, or

involve the numerical intration of a set of equations modeling the force

field. Orbit prediction falls into two major categoies: special perturbations

and general perturbations. Special perturbations refer to the prediction to

an orbit by numerical integration in which the department from a twu-body
solution is calculated, lnis is most usefu; for orbits of limited duration.

Among the variety of methods available are Cowell's method (integration of

total acceleration), Encke's method {integration of coordinates) and variation

of parameters method. General perturbation methods co_rise the analytical

integration of series expansions of the perturbative accelerations. The

criteria for selection must include state vector accuracy over a required

time interval, the time avilable to perform the calculations, the range of

possible mission types for which the system must be applicable, the word size

of the computer being utilized, and the storage re4uirement_. Si,_ler models

may be possible if periodic up<_ating of model para,_eters is allowed.

Obvious;y the time period between ,_odel updates must c_nfurtably exceed the

duration requirements of autonomous operation.

2.2.7.2 Forces. A subset of the following forces acting on the spacecraft
will need to _'emodeled: atmospheric drag, solar radiation pressure, non-
spherical gravitational potential of central body, third body gravitational
perturbations, gas leaks, thrusting manecvers. The subset will be selected
on the basis of size of orbit perturbation relative to urbit control parameters.
For geosynchronous satellites with tight station control it may be possible
to express the force model as a small perturbation on a perfectly geosynchronous
satellite mission. This will simplify the model forr_lation _nd increase the
accuracy of the calculations for the same co,_puter word size.

In many implementations it is likely tilat the orbit oeterm, ination
subsystem will require the state transition matrix between any two selected
epochs in addition to the state vector. Again this ,nay be proviaed by analytic
formulations but more probably it ,ill require numerical integration ot the
variational equations. This section will cov,_prise the bulk of the trajectory
subsyste_ in terms of computing time .lnd storage requirements.

Z.Z.7.3 Coordinate S_stems. Central to any propagation scheme is the
selection of the coordinate systel,_ in which the state vector and state
transition matrices are expressed. Cartesian coordinates, relative to the

*B-.vS. J. Kerridge
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center of the primary body, allow relatively simple formulation of the

acceleratlons and varlatlonal equatlons but have several disadvantages,

includlng the wide range of values taken on by a13 coordinates, the relatively

time consumlng process of n_rlcal integration and the relatively large
algorlthm Implementatlons. A set of orblt elements, such as classlcal or

equlnoctlal for Instance, may be more approprlate for an onboard system that

requlres mlnlmlzlng algorlt_ slze_ Approximation (such as small angle and

first order perturbatlons only) should be made wherever possible to reduce

the load on the autonomous system, provided, of course, that performance can

be malntalned. There Is an obvious tradeoff implied here between the range of

mlsslons for which a partlcular autonomous system is approprlate and simplicity
of a system appllcable only to one specific mission or mission type.

For example, a trajectory subsystem required to serve all Earth orbital

missions w111 be more complex than one requlred to serve only geosynchronous

satellite misslons which, In turn, will be more complex than one only required

to serve a geosynchronous satellite located at, say, 13g°w latitude.

2.2.7.4 Celestial Bod_ Ephemeris. Ephemeris generatien involves the
calculation of the coordinate of any appropriate solar system or celestial
body at a specified epoch. In particular, for Earth orbital missions this
will almost certainly tnclude the Sun and the Noon which can, among other
things, act as perturbing gravitational sources, as radiation sources and as
posstble objects to be observed by onboard sensors for attitude control and/or
orbit determination.

As wlth nrblt propagation, the complexity of the ephemeris algorithms
is related to the accuracy and speed requlrements placed upon this part of

the trajectory subsystem. The algorithms w111 probably take the form of

polynomials. The simpler ones could have time as the independent variable

in a simple polynomial while more complex schemes may involve Chebyshev
polynomials. The longer the time requirement over which the algorithm must

perform adequately (in terms of accuracy) the more complex the formulation

that will be req,!red, and the more time-consuming will be the execution.

2.2.7.5 Event Prediction. Related to ephemeris generation and orbit
propagation is the ?unction of event prediction. Events such as solar

occultation may have a major impact on the operation of a spacecraft as
the need for spacecraft systems to be reconfigured when such an event occurs.

The trajectory subsystem is responsible for predicting the occurrence of such

events and making this data available to the appropriate spacecraft systems.

The predictions are made by combining spacecraft position and celestial body

ephemeris data. This will include quantities such as the angle at the Sun

between the Earth and the spacecraft for predicting solar occultations.

2.2.7.6 Other Considerations. It is also assumed that the trajectory

subsystem will be responsible for the maintenance of all parameter values and

constants required for the autonomous navigation subsystem. This will avoid

conflicts in responsibility. The parameters and constants appear in the

algorithm formulation. A specific algorithm and associated parameters have a

limited durability in terms of sufficiently accurate performance. The
parameters will need to be updated at the concluslon of each of these time

periods to preserve the _ccuracy for the succeeding time period. If this
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updating is not done sufficiently often then performance will degrade.
degradation nkly be gradual or catastrophic depending on the formulation
selected. In mst cases the former would appear to be preferable.

The

An overriding concern of the trajectory subsystem, as of the
navigation subsystem as a whole, is that it not get itself into a state fr_,_
which is cannot recover. Algorithms should not be used w_icn have questionable
stability or restricted applications within the set of possible states whlcn

it will encounter. Reassurance in this regard is obviously tied to the

adequate validation of the system. Prior to flight, validation will test the

software to be used in the flight harokwdre with simulation of sensor data,

maneuvers, etc. Validation will proceed at two levels for an operational

system - the initial checkout phase and the routine o_erations phase. The

latter will involve minimal ground monitoring and will not be essential to

the adequate performance of the trajectory subsystem within the autonomy

requirements, but will allow for possible augmentation of that performance
if so desired.

2.Z.8" Maneuver Planning

2.2.8.1 Functional Description. The Manuever Planning function is required
as a part of an Autonomous Navigation subsystem whenever the orbit of the
spacecraft must be controlled. As indicated in Figure (page lll-Tb) the

function fits logically between the Urbit Uetenoination segment where the

current orbit state is estimated and the Maneuver Commmand segment where

maneuvers are i_plemented.

The top level flow of activities within the Maneuver Planning
segment is illustrated in Figure III-IZ. The process begins _ith an orbit
estimate from the Orbit Uetermination segment. This estiNte is then connoted
to the _rbit established by the m_ssion requirements. If orbital corrections
are required then continued computations are needed. If not, the control is
returned to the Lxecutive program.

When it is determined that a maneuver is required then alguritn_s

,re executed which compute the changes necessary to accomplisn tl_e required

orbital correction. The results of these ccmnputations are, typically, a

maneuver time, magnitude of the velocity change, and the direction of the

velocity change. Since the process does not, in general, account for dll ot

the details of the implementation process, the output is described as the

"desired" or "ideal" maneuver. Many algorith_as will compute two or more

desired maneuvers for a single orbital correction.

Not sn,wn in Figure III-IZ dre the interfdces with the [rajectory

segment. In order to reduce the computer requirements and maintain internal

consistency, the Maneuver Planning segment should utilize the services of the

Trajectory segment whenever Trajectory propagation is required.

The process of co_uting the desireO maneuver depends upon the
type of orbital correction required, the characteristics of the spacecraft
and the orbit characteristics.

*By J. A. Kechlchian
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The next section discusses the requirements on the lq_neuver
Planning function and the following section discusses the various tecnntques
which Itght be eq)|oy_l. The most significant factor which should be clear
from these discussions ts the strong dependence of the I_lneuver Pl_nniny
function on both the miSSion and spacecraft characteristics. This implies
that relatively little carry-over can be expected fr_ one application to
the next.

Z.2.U.2 Requirements on lqneuver Function. The selection and implementati)n
of autonomous mlneuver algorithms for a particular application depends upon
the requirements generated by:

(1) The .tssion requirements

(2) The operational characteristic

(3) The architecture of the on-board auton(xaous system

(4) The characteristics and operation1 procedures of the ground
control system

The ItSSlon places • number of different types of requirements on
the m_neuver planning function. First and foremost, the itsston requires•hiS
detemtne which elements of the sixlcecr•ft's orbit aust be controlled and to
what accuracy. For example, geosynchronous ItSSions generally require that
the spacecraft's posttton over • specified Earth-fixed longitude b_ controlled
to within a specified tolerance tn both latitude and longitude. A low Earth
orbiter my require that the altitude be controlled within a specified
deadband. The ItSSton requtre_eflts my also p|ace c_stratnts on the maneuvers.
The typical constraint involves the Interaction of the maneuver with payload
functions. Since on many spacecraft the execution of a maneuver impacts or
requires temporary cessation of the payload function, there ts a strong
requirement to either itntmlze the number and/or magnitu(ie of the maneuvers
or restrict their locations.

The spacecraft operational characteristics and constraints also
place significant requirements on the _neuver Planning function. Since the
Propulsion and Attitude Control subsystem are the principal subsystems
Involved with the execution of a maneuver, the char•ctertstlcs of these two
subsystems have the major impact. The Propulsion subsystem chardcteristtcs
of primary importance are:

(z) Propellant availability: If the propellant supply Is very
ItIlted then the .klneuver algorithm must utilize the propeildnt
In the m)st efficient manner possible.

(z) Thrust Characteristics: The ttme required to deliver a
specified tmpulse, the characteristics of the magnitude
control and the subsystem accuracy dr• all of Importance. If
the tll required to deliver the required maneuver magnitudes
is short relative to the period of the orOit, then certain
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simplifications can b_ made in Lhe maneuver algorithm.
However, if the ttme is long, then more colplex _alculations
are required, in thts latter case, the characteristics of
the acceleration magnitude my also influence the maneuver
design. The maneuver design for long maneuvers ustny a
"blow down" Propulsion Subsystem where the thrust magnitude
decreases during the maneuver, is signlficantlj different
th_n the design for i high Impulse system.

The characteristics of the thrust cut-oft techniques _ay place
constraints on the magnitudes of the maneuvers wh|ch c_fl be achieved. Systems
w|th acclerometer cut-off can typically deliver almost any uaneuver _9nitude,
whereas syst.-qaS with timer cut-off may only be able to deliver maneuvers In
fairly large increments. Large :luanttzation of maneuver magnitudes must be
accounted for In the nklneuver algorithms. Finally, systems wit_ large error
cha ricteri st t cs may r_qu t re spec t al techn | ques.

The characteristics of the Attitude Control subsysttqu also Influence
the maneuver design tn a number of _ys. Three-axis stabilized spacecraft
and spinning spacecraft have very different tneuver characteristics. Three-
_xts stabilized spacecraft come in several flavors. Some are able to turn and
point the acceleration vector tn arbitrary directions wl_ere_s others maintain
a fixed attitude and deliver the maneuver vector along specified directions
(in components). There are also differences between spacecraft which dre
Earth*referenced and those whtch are inertt_l.

There are also some variations in spinning spacecraft. Some
maintain a fixed pointing direction while other are able to reorient the
spin vector to arbitrary directions.

The maneuver algorithms may be influenced by some nr all of these
spacecraft characteristics and constraints, and careful analysts is required
before the design ts finalized.

The third major driver on the Maneuver Planning functions is the
architecture and requtrenmnts of the onboard autonomous system. Maneuvers
must be planned in such as way as to fit within the overall autonomous control
flow. Examples of requirements which might be generated tn this case include
interface protocol with other subsystems, execution time windows, and
computation restrictions. One of the most significant requirements placed on
the Maneuver Planning function within an autonomous navigation system ts the
requirement to produce =fail-safe" results. The algorithms _,st be designee
to produce the correct results under all conditions, in particular the algor|tmas
must be able to recognize erroneOus results and take the appropriate action.
Conditions which _ust be considered include bad input data, orbit conditions
outside of the acceptable ltitts, and changes in the spacecraft configuration.

The final _rea plactng requirements on the Maneuver Planning
function is the ground control system. Since maneuvers are generally
significant spacecraft and mission events, they must be planned in such a way
as to allow complet_ Q_'ound system visibility and control. If at all possiule
the maneuvers Should be planned such that ground control has the opportunity
to review and posstbly modify the plan before execution. L_ may also be
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_estrable to elploy common techniques and algorithms in the spacecraft and on
the ground.

in sumuryo all of the areas discussed above have the potential
for placing requtre_nts on the I_neuver Planning function. A careful analysis
of requ_remnts must be made Oefore the design ts finalized.

2.2.8.3 Kaneuver Techniques. The techniques used to control the orbit of
the spacecraYt _ly be broken Gown Into _ number of general categories.
They are:

1. Transfer
2. Rendezvous
3. Stattonkeeplng
4. Orbit ilatntenance

The techniques used to generate mwn@uvers for each of these
categories are also a function of the type of orott (circular or elliptical).
the cequtrements and constraints (ltntmam fuel, for example), the computation
capability of the f,l_lcecraft, and the autonomous operations (required
convergence). In the following paragraphs the techniques appropriate for
each of the categories will be discussed and appropriate references given
where possible. For current purposes only maneuver techniques applicable
to "high" thrust s_icecraft will be considered. There is another large
body uf techniques appropriate to spacecraft with "low" thrust spacecraft
ton drive system, for exalple).

2.2.8.3.1 Transfer. A transfer ts defined as a genera_ change of the
_ositton and velocity of the ;pacecraft meaning a general change from the
initial kinematic conditions at ttm t o (ro,Vo) to the final conditions at
time tf (rf,Vf). A transfer can be totally specified (rendezvous) or
partially undetermined (for example in the case of an interception, Vf Is
free). The location of the spacecraft tn the final orbit ts not normally
controlled by the transfer solutions, in general I transfer is achieved in

a certain optimum may_ the most c_ criterion being the one that leads
to the minimum fuel expenditure. Ninlmum time transfers, on the other

hand, have obvious applications for rescue and in_erceptlon missions, in

either case It Is necessary to choose the reference of firing locations

along the orbit where th@ Impulslve velocity changes have to be applied,

wlth the appropriate thrust orientation and magnitude at eacn sucfl location.

It is assumed that the attitude control subsystem can freely orient the

thrust vector In any desired dlrection In space. However, for spacecraft

that are tnerttally fixed tn space, this reortentatton may not always be
possible, tn which case the transfer is of the constrained type.

The transfer solution ts dependent on the type of propulsion
subsystem used: the propulsion subsystems may be classified intu two mln
categories: classical or chemical propulsion subsystems capable of relatively
htgh thrust and tmlParted acceleration but relative]$ low specific impulse,
and electric propulsion subsystems characterized oy lu_ thrust and high
specific impulse. The flrst type leads to transfers that can be modeled by
a sequence of finite impulsive veloctty changes applied instantaneously,
while the electric subsystems (ton drive) require continuous thrust programs
to achieve the desired change or orbit. The Impulsive transfer has received
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a great heal of attention from several contributors who focused mainly
on fuel Itntmtzlng solutions. Hotmann, Hoelker and S|lber used the method
of parametric optimization _here the total number of impulses (in general Z
or 3)Is flxeda prlorl, thereby reducing the investigation to the

detemlnatlon o_rlng locations and thrust magnitude and orientation

of each such locatlon In order to mlnlmlze the arithmetic sum of the velocity
changes resultlng In a mlnlu fuel expenditure. This led to the we11-

known two-lmpuls._ Ho_nn transfer and the three-lmpulse bi-elliptical or

bl-parabolic transfer of H_Iker and Si|ber, between coplanar circular

orbits. This method of parametric optimization cannot specify the optima!

number of impulses for a glven transfer and is inadequate for low thrust

trajectory optlmlzatlon. The application of the methods of functional

optimization using Pontryagln's _xlmum principle has led to the successful

solutlon of many types of transfer.

The transfer between neighboring near-circular orbits has received
the most attention because of its n_ny useful applications in Earth orbit.
The solutions obtained by Contensou I (coplanar) and Marec _ and Edelbaum 3
(noncoplanar) are lineartzed optimal transfer so!utJons given in closed for,n
and require at most two impulses to achieve the orbit change.

The general transf|r between elltptlc orbits Is obtained through
numerical iterations by Semi11q and is rather difficult to implement onboard
the Navigation system which must be fail safe, meantnq that it must be
capable of finding a solution for every possible situation. These lterative
techniques usually require large computational capabilities, unlike the
ltneartzed closed form solutions which have the additional advantage of
always providing a successful outcome.

It is sometimes important to consider simple non-optimal strategies
which are much easier to implement, such as the Lambert type of transfers
which consist of two impulses applied at the end points of the transfer
orbit. The first tmpulse transfers the spacecraft on an orbit that intersects
the f_nal desired orbit, at which point a second impuls_ is applied to enter
the final orbit. Ftnally, in the case of intersecting orbits, a single
impulse applied at the point of intersection is sufficient to achieve the
desired transfer.

2.2.8.3.2 Rendezvous. Rendezvous is an extension of the transfer problem
where the location of the spacecraft in the final orbit is also controlled.

The analysis of orbital rendezvous trajectories is in general more difficult
than the transfer problem because of the excessive dimension of the state

vector. A rendezvous problem begins witn a vehicle performing a prescribed

motion as the initial condition and ends with the vehicle performing a tiae-

related prescribed motion as the final condition. There are mainly two types
of rendezvous: the terminal phase rendezvous and the orbital rendezvous.

Termlnal phase rendezvous Is specifically concerned with the relative motion

between the passive target and the active rendezvous vehicle. The motion

Is restricted to small displacements with the equations linearized about

the target body. Furthermore, a rendezvous may be achieved with a fictitious

target, not necessarily a vehicle in orbit; an important example is the

rendezvous in 1ongltude for a geosynchronous spacecraft. Within orbit

rendezvous, three important classes arise, namely the time-free, time-
limited and time-fixed rendezvous.
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The time-free rendezvous solutions degenerate into the corresponding
transfer solutions with appropriate waiting periods between impulses, meaniny

the parking in Intemedlate ellipses obtained through the various i_ulse
splitting techniques. Time-llmlted rendezvous usually involves a tradeoff

b_tween velocity chdnge magnitude and a time, while tlme-fixed rendezvous

detemlnes the optimum trajectory between orbiting vehicles satlsfylng given
initial and final times.

Unlike the transfer solutions, the minimum veloctty change
magnitude rendezvous solutions may require up to six impulses obtained
through coa_lex iterative routines. Such an example consists of the
rendezvous between neighboring vehtcles In noncoplanar near-cart|at orbits, b
The general problem of the rendezvous between general el]iptic orbits is
_nt yet solved or fully understood; nevertheless Lambert type solutions
consisting of two impulses applied at the end points of the transfer orbit
_y be easily calculated. These solutions are, in general, nonoptimal,
Considerable fuel may be saved by a two-parameter search on the end times
_ithout excessively taxing the autonomnous onboard cow_utattonal capabilities.

Finally, there is a class of special purpose rendezvous techniques.
The primary example is the co-elliptic rendezvous technique developed and
proven during the manned Gemini program and utilized during the Apollo and
Skylab program. These techniques involve preselected terminal approaches
preceded by a sequence of maneuvers which yield the desired initial
conditions. TO date such techniques are limited to circular orbit operations.

Z.2.8.3.3 St_tionkeeping. Stattonkeeptng arises during missions involving
satellite inspection and crew rescue on one hand. and during geosynchronous
_,issions ,here the spacecraft is required to remain inside a narrow
longitudinal deadband at the equator centered about a fixed ground station
longitude. Stationkeeping therefore consists of keeping the spacecraft in
the vicinity of a fictitious or real target once a rendezvous is achieved.
For satellite inspection or prior to docking, a standoff position is often
desirable. This is a location in the target vicinity from which operations
required during the mission can be carried out. An local relative position
with respect to fuel cons_n_tion is one which requires no active thrusting
to maintain that position. This can effectively be the case if the spacecraft
is lying on the orbit of the target vehicle with a s_nall angular separation.
A small radial impulse would force the spacecraft to oscillate about its
neutral position al|owing inplane inspection of the target in two dimensions.
The East-West stationkeeping of geosynchronous spacecraft consists of an
dctive control of the drift in longitude experienced by the vehicle under
the influence of the Earth's tesseral harmonics, solar radiation pressure
and luni-solar attraction. Several targeting strategies may be considered
by the Navigation subsystem of the spacecraft. The drift cycle may be
effectively repeated by controlling only the semi-ektjor axis if the daily
libration in longitude induced by the solar radiation pressure which affects
eccentricity does not exceed the given tolerance. Otherwise both semi-major
axis and eccentricity may be controlled by using the linearized transfer
solutions for coplanar near-circular orbits mentioned in _.2._.3.1 above,
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obtainable In closed form and east_y tmpleaented onboard the Autonomous
Navigation subsystem.

2.2.8.3.4 Orbit Nalntenance. Orbit maintenance consists of maintaining
some or all of the orbit elements or even some paraleters which are functions
of these elements wtthtn specified tolerances, depending on the charecteristlcs
of the mission flown. Thts ts achieved by maneuvering the spacecraft at
regular intervals tn order to correct for the effect of perturbations
(geopotential, third body, solar radiation pressure, atmospheric drag)
that affect the size, shape and orientation of the orbit anti ultimatel$
vtelate the specified deadband tolerance that results from the drift.

For example, It may be desired to control the period of a
spacecraft tn a Z4-hour elltptlc orbit by adjusting the semi-maJor axis by
,ay of small tmpulse velocity changes applied at perigee.

Another exalple consists of maintaining a frozen orl)it by keepin_
the argument of pertapse close to 90e and effectively cancelling the effect
of Jz and J3 zonals on eccentricity which then stay very close to zero.

Another Important example consists of maintaining the no4al drift
within a specified narrow deedband In order to obtain a ground track repeat
at regular Intervals (N day repeat orbit) for purposes of observation. The
no(141 drift Is primarily the result of atmospheric drag for Iov-edrth
orbiters and can be effectively controlled by semt-mjor axts adjustment.

In many cases It my be necessary to destgn approgrtate targeting
strategies that allow the spacecraft to remain tnstde the tolerant deadband
for the longest posstble time, thereby minimizing maneuver frequency and
fuel e-pendJture. It may therefore be necessary to consider the various
targeting strategies In the control flow logic of the Navigation subsyst_n
in order to carry out the orbit control more effectively.
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2.2.9* Maneuver Command Function

2.2o9.1 Functional Oescr!ptton. The tmpleme.ntatton of maneuvers onboard
a spacecraft In the ftnal analysis tnvolves sending a series of commands to
various spacecraft subsystems. These subsyst_ns almost always include
Attitude Control and Propulsion and may also include Power, Telemetry and
Communications. The function of the Maneuver Commmand segment of the
Navigation subsystem is to transform the "idea]" maneuvers generated by the
Maneuver Planning segment into the appropriate set of _neuver colmnands.

Z,Z.9,2 Interfaces, Before investigating the details of the Maneuver
Command function, _t is important to understand t_e interfaces. The Maneuver

CommanO function is initiated after the Maneuver Planning function has

decided that one or more maneuvers are required and has computed the time,

magnitude, and direction of the maneuver.

This input is generally referred to as the ideal maneuver, since it
is a result of numerical calculations and does not account for many of the
realities of the spacecraft implementation. For example, the magnitude of
the maneuver is defined only by the limits of the computer word length
while the spacecraft may be only able to implement maneuvers with a coarser
increment size. The same limitations mKY also be true of the maneuver time
and direction. The Maneuver Planning segment mey only check tu see if the
maneuver is feasible.

At the other end of the Maneuver Command function is the actual
spacecraft. The coI_nds must account for both the operational characteristics
and configuration of the other spacecraft subsystems involved in the
execution of a maneuver. For example, if the propulsica subsystem can only
implement maneuvers in increments of a specified impulse size, then the
magnitude of the ideal maneuver must be adjusted t_ fit. The Maneuver
Command segment must also adapt to changing spacecraft configurations. For
example, if attitude control is unable to Implement the nominal control
modes fo- a maneuver, then alternate appropriate modes must be selected.
The output characteristic of the Maneuver Con,hand subsystem are thus clearly
dependent upon the spacecraft operational characteristics.

2.2.9.3 Detailed Description. It is for this latter reason that the
Maneuver Command Function must, ideally, execute the following actions.

These actions are discussed in more detail in the following paragrophs.

I. Determine the appropriate control mode.

Transform the ideal maneuver parameters into c_mnanded

maneuver parameters.

e Formulate the c(_nmand sequence required to a) config, ure the
spacecraft for the maneueer, b) execute the maneuver, and
C) reconfigure post-maneuver.

*By J. B. _ones
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i Issue the commands at the appropriate time relative to the
required maneuver titan,.

. Place the necessary documentation parameters on the telelnetry
stream and audit trail.

. Inform other segments of the Navigation subsystem of the

commanded maneuver parameters.

. Monitor the execution of the maneuver commands and issue abort

connands if required.

Upon maneuver completion notify the re_inder of the

Navigation subsystema of any known deviations fr_n the

c_nmanded parameters.

Determining the appropriate control mode is a function of the

spacecraft design and current status. It is not unusual for a spacecraft to

have two or more modes for executing a given maneuver. These modes (_st be

prioritized according to some criterion (mini,_m, fuel, simplicity, safety,

etc.) and ground rules established for choosing a particular mode. in

addition, the system must have knowledge of the hardware and/or spacecraft

configuration required in order to utilize a particular mode° Using the

ideal .laneuver and knowledge of the spacecraft status, the Haneuver Command

segment sorts through the potential modes in priority order until an acceptable

m_de is found. Of course, if an acceptable mode is not found, then the system

aborts the maneuver and awaits ground instructions.

Given the control mode, the Naneuver Coflm_nd subsystem can now adjust
the _@neuver parameters to match the capabilities of the system. As noted

earlier, a typical example is adjusting the maneuver magnitude to an integral

number of pulses. The adjustment procedure would follow a predetermined

criterion. Typlcal examples which have been used fur the latter dre: minimum

error, minimum change and next lower step. The results of the adjustment are
used to determine the commanded maneuve_ parameters in action b.

The third action is to formulate the ce_nd sequences, bince the

autonomous features n_st operate in concert with the ground control function,

the dppropriate technique is to pre-construct tables which exactly parallel

the ground conunand sequences. _iven the control ,_de, the appropriate suDset

of sequences can be selected and the values determined in the previous action

inserted ,nto the command sequence. The command sequences must also contain

auxiliary data which specifies the interrelationship between sequences,

particularly relative to timing. It may also be useful to cdrry constraint

data along with the cow#aand sequences. In order to minimize memory storage

requirements a multi-level structure is probably appropriate.

Knowing the require(I command sequence and the m_neuver tim_, tile
Navigation subsystem can now issue the com_nds at the appropriate clock

times. The command sequence naturally ._:parates into 3 blocks: configuration,

e)ecution, and reconfiguratlon. The co_ :iguration c_#inands, which _z_y begin

an hour or more before the actual maneu ero bring the spacecraft to a reaJiness
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state. For simplicity, the Navigation subsystem vould issue high level c_mands
with the Otrected subsystem issuing the detailed commands. Each step is
monitored and the next step initiated only after verification of satisfactory
execution of the previous step. The execution sequence both initiates and
terminates the actual maneuver. Monitoring on several levels is appropriate.
During the _ctual maneuver, abort commands may be issued by an_ of the
subsystems involved with the maneuver (or, of course, the ground). After the
maneuver the reconfiguration commands return the spacecraft to the desired
"cruise" configuration. This may or may not _e identical with the premaneuver
configuration.

Fne Orbit Uet_rlnination, Trajectory and possibly the r_aneuver

Planning seg_nts of the Navigation subsyste_ will, in general, benefit from
having knowledge of the commanded maneuver parameters. [he Maneuver Co_,_nand

segment is the central distribution point. Relative to action _, if the
commanded maneuver is modified and/or aborted, then the Maneuver fJonm_nd

segment faust pass this information along. The appropriate technique is

probably a table of actual parameters which is updated by only this segJr_nt.

The overall development of this se_nent must caefully consider the

requir_nents for fault tolerance. Special checks must be developed to insure

the accuracy of the commends issued. Issuing commana in a reverse sequence,

for example, could create a spacecraft failure. Tnerefore, it will probably
be appropriate to develop Interlock sequences with the central executive

contro!ler to doubly protect against erroneous couNnands.

2.2.10" Verify Navigation Performance

A Navigation subsystem onboard an auton_nous spacecraft must have

the same level of failure detection, isolation, and torrection capability as

the other spacecraft subsystems, hJ a Navigation subsyst_n this i#_@lies the

monitoring of the sensors, conN)uter status, and algorithms. _ince the output
of the Navigation subsystem generally takes the form of data or c_mnands

operated dn by other subsystems, care must be taken not to provide erroneous
outputs.

The status of the sensors must be monitored c_tinuously in ordz,-

to insue that "bad" data is not introOuced into the orbit estimation process.
When errors are encountered, steps must be taken to either recalib'ate or

switch to alternate data sources. In s_ne cases, sensors may be shared with

the Attitude Control subystem, in _hich case the proper protocol must be

firmly established. Detecting sensor failures is improved by the
availability of either redundant data or redundant data sources.

The techniques used for monitoring and correction of computer
hardware problems will be a strong function of the overdll architecture. For
example, if the navigation function shares the computer facility with other

functions, then the computer failure protection may be handled by arm executive

program and the navigation subsystem monitors only those portions of the

computer under its exclusive control. In this case monitoring for bit errors
may be sufficient.

*By J. B. Jones
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If, however, the navigation function oper&tes in a dedicated

computer facility, then additional hardware failure protection is required.
The external monitoring by _he use of co_m_nOed test from a separate fault

tolerant computer appears to be an attractive option.

The monitoring of the navigation algorithms may be both the most
critical and most difficult of the failure detection functions. This function

is currently executed by skilled analysts is the ground navigat#on centers.

While a large body of knowledge exists relative to the problems which occur,

little if any work has been accomplished toward translating this knowledge

into automatically operating procedures.

Z.Z.11* Historical Su,nmary of Autonomous Navigation Studies

The earliest paper which considered autonomous navigation appeared
in the literature in Igb31 and initiated a series of papers which considered

the use of horizon scanners coupled with an inertial reference to autonomously
determine the orbit of the spacecraft.Z,3,4,b, 6 Following this lead a number

of papers began propos!ng the use of unknown landmarks for navigation
purposes.7,B,g,lO,11, IZ Finally in the late 60's and early 7U's three

general studies were conducted by the Aerospace Corporation.b,IJ, 14 These

three studies considered a wide range of possible navigation measurements

and provided a basis for judging their relative potential over a range of
orbits.

All of the early studies were either covariance or Monte Carlo

analysis and provided data on expected orbit determination accuracy as a

function of the system configuration and assumed error levels. The general
conclusion that could be drawn from this work was that autonomous navigation

was a viable concept, but that the existing navigation sensors did not yield

sufficient accuracy.

Beginning in the early 70's a broad range of activities was under-

taken by the Air Force. One of the earliest and possibly the brightest spot

in the entire history of autonomous navigation was the design, implen_ntation

and flight test of an autonomous stationkeeping system on the LES-B/9

Spacecraft.15,16,17,1B Tnese spacecraft were in a Z4-hour ecliptic

orbit and the system was designed to automatically acquire and maintain the
fnean longitude within + 0.15 ° of the specified value. The system included

all of the components r--equiredto determine the actual mean longit_de and

then to compute and execute the necessary orbit c_:_rections. The LES-B

spacecraft was placed under active autonomous staticnkeeping control during

the period from 7 July to 4 October 1976. The flight results indicate that

the spacecraft acquired and maintained a station at 109.7 ° W longitude wlth
an absolute accuracy of O.Ob°. 18

While the LES-8/9 system was highly simplified and operated

under rather special conditions, it did indeed demonstrate that autonomous

navigation was a viable concept.

*By J. B. Jones
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In parallel wlth the LES_8/9 flight experiment the AF initiated

four sensor development activities. IBM developed a system which used the

slgnals from known active radar stations as the basic measurement. IV,20, 21

this program proceeded through the crJtlcal component development phase and

predicted accuracy levels ranging from 68 meters (I sigma) for the Molniya I_ hr

orblt to 900 meters for a synchronous orblt.

Honeywell and TRW concentrated on the development of special
sensors in order to enable unknown landmark navigation. TRW developea
an engineering model of a gimballed tracker which provided tracking of stars
and unknown lanclmarks. 22 The system _as carried through the lab test phase.
The Honeywell system utilized two body fixed silicon matrix photo
detectors to measure the landmark mot|on. Z3, 24 This system carrled the _ensor

assembly through the crltlcal c_ponent development phase. Performance cn

the order of I km for low altitude orbits was expected.

Martin Marietta is developing the Space Sextant._l,Zb,Zb, _7 This

instrument, which employs two gimballed trackers, is designed to measure

angles between stars and either the lunar limb or Earth lanct_rks. Performance

is expected to be in the 250 meter range. Thls development has proceeded

further than the other three and is currently scheduled for a shuttle flight test.

More recently the AF has initiated development by TRW of a charge
coupled device (CCD) Star tracker (the MADAN program). _ This versatile

accurate instrument is intended to provide the inertial reference required

by an autonomous navigation system.

With the development of the AF Global Positioning System (GPS)

both Aerospace Corp. and NASA have considered using GPS data to support an
autonomot's navigation system.2g,30, 31 NASA in combination with the Navy

has develuped a complete onboard package which has been tested and is

currently being integrated into the Landsat-U Spacecraft. The system will be

treated as an experiment during the mission and is expected to produce accuracy
levels on the order of 10 - 20 meters. The estimated orbit will be used to

annotate data from other onboard instruments prior to transmission to the

ground.

In addition to these instrument development activities, a number

of system studies have also been recently conducted. The British Aerospace

Corp. cJnducted a study of _ completely autonomous stationkeeping system for
a geostatlonary satellite. _ The proposed system utilized Earth, Sun, and

Star sensors to achieve conN)lete contro' over the satellite s_tion. In IgBl
two papers reported on the results of a similar German study.JJ, 34

During this same time period the AF initiated the Autonomous _pace-

craft Project (ASP) which included as one component an autonomous navigatio,_

system, with the added requirement of onboard fault detection and correction.

This effort is proceeding towards a preliminary design by the end of FY_2.

Attached is a reasonably con_olete Reference list of autonomous

navigation studies.
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2.3* DES|bN XEiJ4J|_ERENT5 FUK SUPPURT OF VAL|UATIUN AtlU TLST|NG

The fundamental need to test and validate the proper operation of
an autonomous spacecraft at the system and subsyst_n levels imposes requirements
on tts design. These requirements have been derived from experience with
validation and flight operation of autonomous features and are grouped together
without detailed discussion of the rationale or experience that has 9enerate_
them. Provision of a record of autonomous control operation and associated
status data, termed an "Audit Trail", is a design feature which has not yet
been Implemented. The complexity of autonomy for the overall spacecraft
system suggests that provision of an audit trail will be a design requinelaent
If the autonomous spacecraft Is to be tested or operated with any reasonable
degree of effort.

2.3.1 Validation Requirements on System Uesign

The following requirements may be satisfied by hard'ware design
features, software Implementation, or a combination. _ecognttion of these
requirements early in the design process is important to allow maximum
flexibility tn tq)lemmentation before it is limited by hardware constral.ts.

(l) Spacecraft design shall peovide for external initiation of
autonomous control routines in a manner consistent with
expected in-flight conditions.

(z) Real time telemetry or stored audit trail data should provide
information relative to cause of entry into d routine, action
taken, and the status of the routine/and or resources under
control of the routine.

(3) Self-test capability should be provided to periodically
exercise functions and ensure that recent operational status
information Is available. Such self-test operations should
not interfere with nomal mission operations.

(4) Automatic 'safe-hold' modes shall de entered onl$ when
autonomous fault recovery criteria indicate that catastrophic
conditions exist which prohibit reconfiguration and resumption
of normal operations,

Fault recovery criter!a shall be designeO such that
non-catastrophic events permit a fixed number of cycles
through available redundant equipment, in an increasing ti._

frame, before entering the 'safe-hold' mode if the repair
action is unsuccessful.

(b) Fault recovery criteria shall be established to limit toggling
among failed e!ements.

*By H. R. I_lm, J. Morecroft & K. Turner
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(7)

(u)

(9)

(10)

(11)

(ZZ)

(13)

(|4)

()5)

(X6)

Fault manageme.t processing shall be accomplished by a single
software module within each subsystem to slmpliTy the location
of fault management logtc. Error Indications shall unaml)tguouslt
identify the source of the error to the level of replaceaole
spares.

Flight system upllnk and downllnk data shall include a time

tag indicating the coemand execution or data sampling time.
The time taq shall be capable of being easily and unaebiguously
converted to Universal Time Constant (UTC). Time ray resolution
should be sufficient to allow time localization of data as
required by the spacecraft and the ground. [xperlence tnatcates
that uplink data time tags should have a minimum resolut|on
of 0.1 seconds and dovnllnk data tags should have a mlntmum
resolution of O.OUI seconds,

It shall be possible for ground control to tnhlbtt autonomous
functions and the execution of autonomous function output
comunds. The output com_nd tnht_lt shall be automatically
reset.

A self-test or checksum val|d_tlon shall be performed for all
command functions prior to event execution.

All comwnds that change the state of hardware or software
operation shall unal)l_uously cummnd a transition from one
de;tried state to another. "Toggle" commnds whtch alternatei$
switch an operating state wtth repetitive executions of the
same commnd word sl_lll not be used.

Cr|ttcal mission states and commands shall be periodically
checkpetnted such that fault recovery can roll back to a
known event and re-establish the spacecraft state.

The flight system design shall provide data for dlarm
conditions, alert messages, errors detected, and nominal events.

Fixed periodic status messages shall be provided for all
autonomous elements with command generation interfaces.

An unambiguous aXert Indication ts required upon initiation
of any autonomous function.

The mission ground systems shall provide an upltnk command
system design ustng techniques similar to the NASA _Omland
Standard such as 'store and forward' and 'blind commanding'
concepts so that ground controlled validation sequences can
be upltnked rapidly frum a primary command station and then
enabled for execution from any available fixed or moOtle
command site.
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(17)

(is)

(19)

(zo)

(21)

interface, cabling, and grounding design are subjected to
close scrutiny to Itntmtze system integration and test
problem. Particular emphasis ts placed upon separation of
quiet and nots_ circuits, Implementation of the stngle potnt
grounding tree philosophy, and detailed interface documentation.
An interface Control Document (I_0) is required for all

el_nt Interfaces, In addition to any other documents bearlng
upon those Interfaces.

The test hard_are interface between ground support equipment

and flight equipment _st meet all aeslgn, environmental, and

quality assurance requirements established for equivalent
fllght har_are with wntcn the test ndr_are interfaces.

Where support equipment supplies power to flight syst_nS
and/or interfaceso the power sources must be regulated and
Isolated, with voltaye and current limiting to prevent
catastrophic overloads during the test program.

Power and stgnal grounds are to be Isolated in all cases,
with a cI connection only at a _tngle point in the 9round
tree configuration. Power connections to the spacecraft must
be tsolated so that a single fault of any power distribution
Itne to the structure wtll not result in catastrophic peter
conditions.

A!! software modules or routines executing on the same
processor or utilizing a common memory shall be designed
wtth a spectal set of rule_ or protocols for buffer initial-
tzatton and allocation to minimize data overwrite and transfer
problems.

2.3.2 Audit Tratl _equtrements

2.3.2.1 Information Recordln_ and Storage. Test, validatlo,, and flight

operations of autonomous spacecraft requlre the recording and storage ot status

and command information for later analysis. The audit trail must provide

Jnfor_katlen relative to an event that allows una_iguous determination of the

precursor condJtlon(s) and the function operations, deviations fr_n no_ninal

performance, or periodic system/subsystem status snapshots. Types uf information
for incluslon in the audit trail are:

(1) Time - An unambiguous time must be incorporated in all audit
trail records to show the time of the first measur_nent of

the first bit in the record. Time information must be easil_
converted to UTC and have a resolution of U.U01 seconds.

(2) Latest Available Data (LAD) - The LAD fr_n all sensors and
critical derived measurenmnts must be tabulated in a format
which shows the last data value, tile current data value, data

suppression values, and performance criteria values for alarm,
alert, event, and error conditions.
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(3)

(4)

(6)

(7)

The LAD measurements would be included in the audit trail on

initialization and when data suppression or performance
criteria values are exceeded.

Fixed Pertodtc Status Data -Nomtnal operation within the
limits of the LAD criteria is to produce an audit trail record

at a flxed period interval to indicate syst_ and subsystei_
status. The record is to summarize syste_ elements as ready

or not ready. Elements identified as not ready _re to incluOe

a count of alarms, alerts, events, and errors aetectea since

the last fixed periodic status interval.

Alartn Data -Tne violet|on of an absolute design limit is to
cause immediate generation of a LAD record followed by dn
alarm record indicating the last value, the current value,
and the alarm liCit value which has been violated. The alarm

record Is to be repeated at each measurement sample period
until the vlolatlon is corrected.

Alert Data - The violation of an operational limit is to

cause Immediate generation of a LAU record followed by an
alert record indicating the last value, the curren* value and
the alert ]|lit value which has _een exceeded. The alert

record is to be repeated at each measurement's sample period
In which a value change is d_tected. Should the _neasurement
sample produce a value which is twice the critical alert
value, the alert record is to be repeated until the violation
is corrected.

Event Data - An event record is to be generated for a collection

of N events or once every N minutes. This record is to indicate

the last N events, the current event, and the alarln and alert

status sampled at the current event time.

Error Data - The error record is to be a summary of syntax
and processing errors which were detected and automatically
corrected by error correction algorit_as. This error record
is to be generated for every M errors and is to show an
unambiguous indication of the error source, the last error
count, the current error count, and the error count criteria value.

2.3.2.2 Ilpleientation Logic Requirements. betatled analysts and planning
of the audit trail content w|ll be to zenecessary si the storage device, manage
the available storage resource, and keep playback time to a reasonable level.
The following requirements may be imposed on implementation logic:

(1) An unambiguous audit trail shall be provided for all autono._us
functions for the maximum period of unattended operations as
defined in the mission plan.

Ill-ll5



(z)

(3)

Data compression and record frequenc_ allocation techniques
w111 be uttltzed to prevent excessive use of audit trail
storage resources in normal operation.

Storage logic will allow for automatic aeferra| of non-critical
events data if the storage resource is close to being filled
tn autonomous operation,

(4) Techniques to suppress redundant data will _e applied to al|
audit trail records,

(s) Content and frequency of audit trail daLa shall de programmable
after launch, _ng classes of events will be definea so as to
be suppressible from Inclusion in the audit trail oy ground
command or autonomous control action.
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SECTION 3

SUBSYSTEM LEVEL AUTONOMOUS DESIGN CHARACTERISTICS

This section details the autonomous design characteristics of

generic spacecraft subsystems. The information in this section is necessary
to support architecture and control authority allocation trade-offs between

spacecraft system level and subsystem level resources. The subsystem

characteristics presented h_ce are not exhaustive but represent the major

subsystem functions that could require autonomous control to saLisfy missiun

requirements. The material discussed in this section is generic in nature,

and there is not sufficient design detail available to produce an actual
implementation algorithm for the functions oescribed. The intent is to

identify potential autonomous functions and supply enough information to

guide the spacecraft system and subsystem designers in selection of functions

and provide a potential approach for implementation. The designers must

consider their own constraints in the design of an individual implementation

of any specific function. The specific control algorithm examples of Appenoices

B and C are to be used together with the generic design topics of _ection 2 of
Part Ill to aid the designer in this process.

Each subsystem characterization has three parts. The first

discusses the nature of the subsystem functions and the functional elements

that result in hardware implementation. The emphasis is to identify these
items and their control characteristics that may be affected by autonomy.

The second part is titled "Autonomous Maintenance Functions". Potential

welfare maintenance functions are identified and characteristics are described

in tabular form. Scope of the function's impact on the system/subsystem

performance, subassemblies involved, and typical execution frequencies dre

listed. A candidate set of input, processing, and output requirements for

a generic approach to implementation is presented, lhe third part performs

a similar role for autonomous fault management functions. The particular
character.stics listed for identified functions are the functional fault

type, symptoms_ impact and criticality, and a prospective example of the

approach to detecting, isolating, and correcting the fault. Any flight
project experience with protection algorithms for the fault is noted. Solutions

for some faults are represented by example algorithms in Appendices _ or Cut

this Handbook, and any that are applicable are referenced.

3.1"
TRACKING, TELEMETR_AND CUMMANU (T[&C) SUBSYSTEM

3.1.1 Functional Description and Elements

The TT&C provides telecommunication functions for the spacecrdft
(S/C). The TT&C functional block diagram is shown in Figure II[-lJ. This

block diagram shows the three major functions; the Uplink, Tracking, and

Downlink. The Antennas, Antenna Control, Antenna Select, Microwave Components
and the Control and Monitor are functional elements of the TT&C used to

accomplish the three key functions. These functions are described below in

terms of functions and the elements which make up the function. The functional

elements are depicted in the block diagram of the figures of this section.
These elements are labeled "A.... N" which denate a number of block or

functionally redundant elements.

*By S. O. Burks
III-i17



F 8"_° "
m

7

E

n_

(.J
0

0

4_
t,j

I--
l--

_J
N

r-,.

_J

aJ

°I,-
L_

III-ll8



3.1.1.1 Uplink Functional Elements. The uplink functional block diagram

is in Figure III-14. An RF carrier from a ground, airborne or spaceborne

source is transmitter _o the satellite. The uplink function typically
tracks the carrier and recovers the information modulated on the carrier.

This information is in the form of commands or tracking data. The uplink

function then stores and/or issues the conwnands and :onditions the two-way

data for transmission on the downlink function. The elements performir,g
this function are as follows:

(i)

(2)

(3)

The antenna elements receive the RF signal. These antennas

can be of several types from very broad "omni" antennas to

narrow beam parabolic reflectors. As indicated in the Figure

there can be one or several antennas and antenna types used

to receive the RF signal. (Optical communications will not

be assumed here although techniques similar to RF are used.)

Associated with the steerable antennas could be an electricai

or electro-mechanical poi,}ting system. These steerable

antennas could be directed by automatically tracking the
uplink signal (e.g., mono pulse or conscan), by preprogra_mled

pointing, or by using the satellite attitude for pointing.

The antenna select and microwave components provide for

splitting, steering and filtering of the RF signal to the
receiver.

(4) The RF head and down converter filters the incoming MF

signal and converts it to a lower frequency.

(5) The IF, tracking and d:_a demodulation element provides for

signal amplification and filtering, tracking of the RF
signals, and demedulation of data from the MF carrier.

(6) The data detection element receives the demodulated tignal

and strips out the data (e.g., removes the binary coded

command data from the command subcarrier).

(7) The data handling element decodes the messages in the data

(including decryption); stores some of the information for

later use; issues p,eprogrammed stored commands; issues

commands to the subsystems; and directs or takes direction

for conCand action relative to autonomous functions. Some

of the detected data (e.g., carrier tracking and ranging)

is conditioned for downlink transmission as tracking data.

Th_ data output selector is a buffer system for getting

co,hands and tracking data from the data handling element
to the satellite subsystems.
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(9) The control and monitor element provides for internal TT&C

state changes and data conditioning. This element would be a

key interface with other satellite subsystems, including
autonomous interface features. This element would contain

the distributed processing unit for the TT&C in a decentralizeo
approach. The control feature of this element receives

command inputs from the data _andling system (initiated from

the ground, by on-board storage or by the autonomy function).
The control basically controls the mode and state of the

various up!ink functional elements. It also serves to transfer

TT&C data to other s_systems, including data needeo for
autonomy; provides the interface for sensor data used for

telemetry and fault dezections; and provides and receives

data to and from other subsystems.

3.1.1.2 Downlink Functional Elements

The downlink functional block aiagram is in Figure III-15. The

functional elements shown in the Figure provide for the transmission of

data to the ground or to other air or space systems. The data, including
autonomy-related data, is received from the satellite subsystems, and is

then stored, conditioned, formatted and transmittea over an RF link. The
elements performing this function are as follows:

(i) The Input Selector is basically a data buffer between the

data "sender" and the downlinK function. It selects the

data source(s) for use in the data handling system.

The Data Handling element receives the various forms of
analog and digital data. The data is conditioned, formatted

and possibly stored for transmission (e.g., Analog to digital

(A to D) convers,on, coding, time division multiplexing,
and storing for later transmission).

(3) The Signal Conditioning element receives the data stream

(typically binary coded) and conditions it for modulation

(e.g., modulation on a subcarrier and/or adding to a pseudo

random noise code). Tile signal conditioner may also

accept the translated uplink signals for two-way tracking.

(4) The Modulatur and RF Driver receive the "conditioned" data

and modulate it onto the RF carrier. The modulation can

take many forms, e.g., amplitude modulation (AM), phase

modulation (PM), frequency modulation (FM), phase shift

keying (PSK), staggered quadraphase phase shift keying

(SQPSK). The RF driver portion typically multiplies up in

frequency the internally or externally derived carrier to a

frequency suitable fur transmission.
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(5)

(6)

(7)

(8)

(g)

The Power _lifier amplifies the RF carrier to a level

sultable for tf=n_mlssion, e.g., Traveling Wave Tube
_llfler (TWTA), Klystron, gallium arsenlde field effect

transistor (_As FET) Solid State Amplifier (SSA).

The antenna select elements provide for splitting, steering
and f11tering of the RF signal(s) to toe antennas.

The antenna(s) direct the kF energy to the user. Tnese
antennas could nave various gains and beamwidths, work at
different frequencies and be used in various combinations
depending cn the mission.

With some of the antennas there could be a system for

pointing the antennas electrically or electro-mechanicall$;

others might be pointed only by satellite positioning
by attitude control.

T_e control and monitor function for the downlink is

essentlally as described for the uplink in _.l.I.l (9) above.

Functional3.1.1.3 Trackin Elements. The tracking function processes
a signal use--d- o locate the satellite and determine its position and velocity
state. One-way and two-way schemes for upllnk and downlink tracking provid_
tracking station relative angular position and rate, range, anO range rate
in some c_Ination dictated by mission requirements for navigation. The

tracking functional block diagram is in Figure Ili-16.

The elements of the tracking function are:

(I) A data input selector. This element receives various input

signals such as a carrier and ranging signal from a receiver
or multiple receivers.

(z) The tracking and data conditioner receives the uplink data

(e.g., carrier and/or ranging) for two-way tracking. This

element could also be used to provide a stable frequency

reference source for one-way tracking.

(3) lne output selector element provides the various tracking
signals to the downlink transmitter(s).

(4) The control and monitor element for the tracking function
is essentially as described in 3.1.l.l (9) above.

3.1.2 Autonomous Maintenance Functions

No required autonomous welfare maintenance functions were

identified for the TT&C subsystem.
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3.1.3 Autonomous Fault Ranagement Functton

Fault management functions for the three TT&C subsystem functional

areas are characterized in Tables lll-g, -I0, and -II. The generic faults

selected for characterization may be summarized as element hardware failures,

antenna pointing control fallures, and power failures.

Examples of flight-implemented algorithms for loss of uplink co_nand

capability (Viking spacecraft) and loss of Oownlink rauio frequency capability

(Voyager) are included in Appendix C.
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3.2" POWER SUBSYSTEN

3._.I Functional Description and Elements

The Power subsystem is responsible for the generation, conditioning,

distribution, and management of electrical power for the spacecraft.

Autonomous design characteristics affect many elements of the subsystem. A

representative set of subsystem elements is:

3.Z.I.I Batteries. Secondary (rechargeable) energy storage batteries
require several control functions to provide optimum performance. Depth

of discharge control is an important function because of the direct

relationship between decreasing battery cycle life and increasing depth of

discharge. Depth of discharge is usually determined by calculating the
time integral of discharge current (Ampere-Hours) a,a relating this value

to the rated battery capacity (Mmpere-Hours). Temperature control of

batteries Is used to achieve maximum energy conversion during both charge

and discharge phases. Periodic reconditioning of Nickel-_clmium (Ni_d)

batteries has been shown to result In the recovery of energy storage

capability which degrades wlth life and charge-discharge cycling.

3.2.1.2 _. Battery charger control is necessary to
prevent excessive overcharge which generates heat in the battery and causes
degradation. In addition to battery over-temperature and maximum voltage
cutoff, charger control may include charge rate at one or more selectable
profiles based on specific battery voltage-temperature charJcteristics.
Charger on-off is also incorporated to allow isolation of a failed charger.

3._.i.3 Voltage Regulators. Voltage regulators, series or shunt type,
are usual'y self-contained functional elements. 5hunt regulators contain

sufficient redundancy to achieve required fault tolerance. Fault tolerance

for series regulators is accomplished by incorporating a spare redundant
regulator unit. Regulator control is therefore limited to switching to a

redundant series regulator in the event of a fault.

3.2.1.4 DC-DC Converters. DC-UC converters are usually self-contained
functional elements with no provisions for external control. Functional

fault tolerance is controlled by standby redundancy switching.

3.2.1.5 DC-AC Inverters. Inverters are also usually self-_containea

functional elements without provision for external control. An exception

to this occurs where synchronization of the inverter frequency to an external

reference is required. Control of the inverter frequency in the event of
loss is accomplished by automatic enablement of an internal reference.

Operation would continue in an unsynchronized mode. Fa,lt tolerance of

the inverter is controlled by standby redundancy switching.

*By A. 0. Bridgeforth
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3.2.1.6 Load Power Switchin 9. Load On/Off switching is usually performed

within the power subsystem in response to inputs from the spacecraft command sub-

system. Load fault control can be accomplished by fusing, current limiting
or by activation of the On/Off switch.

3.2.1.7 Memor_-Keep-Alive Power Supply. This type of power supply is used
to supply the unlnterrupted voltage required to maintain the state of "volatile"

memory during power _ubsystem fault or transient conditions. Active internal

redundancy is required, therefore no external controls are necessary.

3.2.1.8 Ordnance Power Switching Unit. Ordnance power switching is usually

accomplished by a parallel redundant set of safe-arm and fire relays actuated

in response to spacecraft command subsystem inputs.

3.2.2 Autonomous Maintenance Functions

Typical welfare maintenance functions were categorized into the

areas of energy storage maintenance, subsystem performance assurance, load

management, and margin determination. Maintenance functions falling in tnese
categories are characterized in Table III-12.

3.2.3 Autonomous Fault Maintenance

Table 111-13 identifies and characterizes a series of faults

that may occur in elements of the Power subsystem. Examples of generic

algorithms to implement a power load fault management function, a failed

battery cell replacement function, and a failed DC-UC converter recovery are

included in Appendix B.
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3.._* ATTITUDE CONTROL SUBSYSTEM

3.3.1 Functional Description and Ele_nts

A three-axis stabilized spacecraft attitude control subsystem (ACS)
typically consists of point source and/or extenJed body sensors for attituae

re_:erences, a set of actuators (momentum wheels, thrusters, etc.) to provide
control response, data or signal bus structures for internal information

flow, and a central control logic authority. The following are typical

elements of these functional subdivisions with implications fo_ autonomous
ACS design.

3.3.1.1 Reaction Wheels. Reaction wheel assemblies require control for
momentum unloading, mo_ntum distribution management (multiple active wheel
assemblies), and fault recovery.

3.3.1.Z Sensors. Attitude reference sensors may utilize near bodies (sun,

moon, earth), stellar references, or vehicle body dynamics (gyroscopes).
Control must Lypically be exerted to calibrate sensors, initialize redundant

sensor assemblies (block or functional), and switch subsystem operating modes
for error recovery.

3.3.1.3 Thrusters. Attitude control thrusters may be considered part of
the propulsion subsystem under control of the ACS. Thruster selection and

enabling, fuel management, and fault detection and response are typical

control requirements. Responsibility for control of specific functions may

lie with the ACS, propulsion subsystem, or a spacecraft system executive.

3.3.1.4 Computer/Attitude Control Electronics. Programmable logic resources

for closed loop control of ACS functions may reside in a general purpose

computer or a specialized logical control subassembly. Such devices must be

commanded to switch logical o3erating modes for performing attitude control

in changing spacecraft operating modes (reference acquisition, maneuver

execution, normal operations, etc.) and to respond to a wide variety of

internal and external faults that may impact subsystem operation.

Autonomous Maintenance Functions

Attitude control maintenance functions are grouped into areas of

momentum _anagement, operating mode sequencing and configuration, audit trail

maintenance, and evaluation of ACS subassembly performance. These
characterizations are presented in Table II!-14.

By J. Matijevic
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P.

P

The presence of executive control is evident in the discussions of
the selected ACS maintenance functions. These functions often involve deviatin(
from normal subsystem operating procedures to, for example, power unused
functional redundant sensors for use in calibrations of on-line equipment.
The decision to perform this procedure naturally involves the executive _s a
party, all owlng this temporary change to the normal power budget.

The system executive exercises a level of control appropriate to
its function. It monitors, enables and disables ACS activities, but seldom
interacts in a substantial way with ACS equipment. This is shown in the
discussion of the mode sequencing and momentum management functions. In each
case a change in ACS operating mode is invo|ved. But once enabled, these
functions execute logic which determines the optimum time to fire a thruster,
disable a fault protection algorithm or establish the normal or cruise
operating mode. Such real-time control activities are performed best under
ACS control.

Ira.

m

3.3.3 Autonomous Fault Management Functions

Table III-15 presents a number of functions which give some indicati(
of the logic in a management scheme for the ACS onboard an autonomous earth
orbiting three-axis-stable spacecraft. Fault management functions are
described which provide protection from a set of generic faults for some
standard devices used on earth orbiting spacecraft. Although the individual
descriptions are tailored to the device in question, the faults considered
and the techniques presented are applicable to a wide range of similar devices.
For example, fault protection schemes are given for nigh, low and noisy signal
level abnormalities for a star tracker. These same faults affect any sensor
of the sun, earth or other celestial body. The urgency of response to high
and low signal abnormalities, as in the case of the star tracker, remains a
function of operational mode and use of the sensor for axial control. As
another example, protection from the lack of commandability of momentum
wheels, leading to high or ,o response by the wheels, can be applied to a
range of actuators including hot or cold gas thrusters and magnetic torquers.
In the protection scheme outlined for the momentum wheels, closed loop self
tests are performed using the tach,_neters to check wheel performance. In the
case of thrusters or magnetic torqu_rs, attitude sensors may play the role of
the tachometers and thus measure the performance of the actuator through
structural dynamics and motion effects. Example attitude control algorithms
for a generic Celestial Reference Re-acquisition function aiJd Celestial
Sensor fault management _Voyager flight algorithm) are included in Appendices
B and C respectively.
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3.4* PROPULSION SUBSYSTEM

3.4.1 Functional Description and Elemnts

Propulsion subsystems for on-orbtt applications are primarily
monopropellant hydraztne and earth storable btpropellant, typically
nttrogen tetroxlde-monomethyl hydraztne (NzO4-MKd). btscusston of autonomy
as applted to satellite propulsion subsystems wtll be 11mired to these two
genertc chemtcal types. Both bt-propellant and monopropellant system have
been used on recent planetary misstons (Vtktng and Voyager, respectively)
wtth some autonomy tn crtttcal areas on both missions.

3.4.1.1 Propulsion Subs]stem Functions. 3n-orbtt propulsion functions
fall |nto two general categories:

(1) Translation

Statlonkeeplng and orb|t adjust maneuvers requiring large
deltm-V's, us_11y wtth steady state ftrtngs.

(2) Attttude Control

Acquisition and reacqutsltton of references, attitude re-
orientation, mttttudemalntenance (e.g. 1101t cycle pulstng
or reactton v_eel unloading) and attttude control durtng
translation maneuvers. These functions are usually accom-
plished tn pulse mode (pulse off tn the case of some translation
maneuvers).

The components and subassublles of satellite propulsion subsystems
are generally not completely redundant because of wetght and destgn consider-
ations; application of autonomy to the propulsion subsystem thus differs in
some respects from application to electronic subsystems. Fault management
approaches must be tatlored to the spectftc conf|guratton and components. In
coptng with some faults, degraded operation or alternate operating modes must
be selected In lieu of block replacement of failed elements.

3.4.1.2
as follows

" Representative subassemblies can be grouped
sstng opttons for autonomous operation:

(1) Tanks

(2) Pressurization Components

(a) Regulators

(b) Rellef Valves

*By R. W. Rowley
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(3) Interconnect|rig Plmbtng

(a) LI nes

(b) Ftlters

(c) Check Valves

(d) Isolation Valves

(4) Thrusters

(a) T.'anslatt on

(b) Attttude Control

(S) Transducers

Thrusters and Isolation valves are usually redundant at least to
some degree. Components such as regulators and check valves may be redundant,
but components such as tanks, 1tries and ftlters are conservatively designed
wtth large safety factors, stnce redundancy ts often Impractical.

3.4.2 Autonomous Hatntenance Functions

Propulsion subsystem maintenance functions _htch ,mY have to be
made autonomous for extended per|otis of unattended satellite operation tnclude
the following:

(1) Propellant Management

(a) Mass Used/Retaining

(b) Center-of-Hass Locatton

(c) Use Rate/141sston Planntng

(2) Configuration Management

(a) Zsolatton Valve Posttlon Plcnltorlng

(b) Thruster Selection

(c) Tank Selection
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(3) Navigation

(a) Burn Duratton Esttltes

(b) Burn Performance Reconstruction

(4) Attitude Control

(a) Impulse Bit Esti_tes

(b) Impulse Btt Monitoring

(5) Thruster Ltfe Management

(a) Pulse Accumulation

(b) Propellant Throughput

Summaries are presented In Table I11-16 of the approaches requtred
to perform two representative examples of these functions; 1) Propellant
Iqenagement, Center-of-Mass Location; and Z) Itmvtgetton, Burn Duretton Esttmtes.

Autonomous performance of these functlms has not been required
to date on any spacecraft; the approaches presented are thus derived from
the prectlces of ground control as they would be Incorporated tnto onbodrd
software.

3.4.3 Autonomous Fault Ittnagement Functions

The generel categories of fault types encountered tn 11quid
propulsion subsystems for satellite use are suamrtzed tn Table II1-17.
The spectftc faults to be protected agatnst and the fault management approaches
are heavtly dependent on the component destgns, the propulsion subsystem
conftguretton, a_d the mtsston requirements.

A degree of autonomous fault protection has been Incorporated tn
prevtous planetary spacecraft for the attltude control thrusters (Viktng
Extended Mtsston and Voyager) and the regulator (Viking). Durtng the Viking
Extended Mtsston, a routtne was also incorporated to terminate the math engine
ftrtng at propellant depletion. Autonomous fault protection can be Incorporated
for other components where the design tncludes redundancy. For example,
Isolation valves are usually backed-up such that a fatlure of any stngle
valve to open or close can be corrected. However, in many applications, low
probability fatlure modes cannot be fully protected agatnst (e.g., tank
leakage tn stngle tank systems) and destgn and test conservatism are used
tnstead of redundant co81)onent switching.

3.4.3.1 Fault Senstn 9 Techniques. Techniques for sensing faults are:

(1) Dtrect neasureaent - usually 11alted to stq)le pressure,
temperature, and valve posttlon sensors tn selected locations.

III-166



Li.

i,

g

,,li
I#l

I

i,-,!

/

i

m,

J

!'.s

J!i
m

!,i
il

Q_

lj " !I_,., i. il L.
l_!, !_I

• f • IIIM Ill

!._'| !ii i,, tsi
i i I* i.hi.1 .s,..,..1,.
lii_ llOIU llUU

• • u

e k•

II II Ill B I t

it''t "" i"I. 3 . t .
. 1._ .,..St, _ II

_olz

II 11 e&l m,

I ! ..-Inl"
ml i ,,-i I i I o •
II I I I I t Ii i..I

• ii II i_ il il ° I I..,

-_-..,
,...i. !-".. !i

IIl, i
II!L.I I

I I'_ I "_ ,,I,eI _ h.

i lid i iLL" I "

,.,_I I I I I I- i _
• U • era.14

m4 _.iti .-' i .I .,n
1-0°'=

_1.o.. _,,qo
,4

ll.i
Ia*ll
i*lll

,_lJ-

tl

IkI

III-Io7



o

h

0
S-

!

lU

.I0

).-

J

J

In, m

,., r
."8-.,

_!|
_<,-,

I,-!

i

!i

'I
,al

]

III-168



Table III-17

LIQUID PROPULSION SU6AL%ERBLY FAULT CATEC_RIES

Subassembl,y Fault Categories (see Note)

Tanks

Pressurization Components

Interconnecting Plumbtng

Thrusters

Leak*
- External
- Internal (e.g. Oiaphregm)

Regulator Leakage/
Tank Overpressure

Isolation Valve Fall
- Leak or Open
- Close

External Leak*
Ftlter Clog*

Leak/Fail Open
Fat1 Close/Fat1 to Operate

Transducers Faulty Output Signal

Note
-----Faults marked wtth an asterisk (*) may not be correctable,

depending on propulsion hardware design.

db_

o-.°

L
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(2) Inference - reconstruction of subsystem performance by
comparing expected and actual parameter changes (e.g., tank
pressure decrease, attitude control response, etc.

Limitations in sensor technology currently force a heavy reliance on i zferential
techniques for propulsion fauic detection durin9 both 9round based and
autonomous operation.

3.4.3.2 Autonomous Fault Hanagemen ) Examples. Sumaries of two examples
of autonomous fault mana9ement techniques are presented in Table II,-18.

(1) Thruster Fault Protection
(2) Regulator Leakage Protection

Autonomous fault protection algorithms used to date on planetary
spacecraft for propulsion related functions are s_martzed tn Part Ill,
Sectton 2.1.6. These algorithms were:

(1) Viking - PRSREG - Pressure Regulator Fatlure

(2) Vtktng Extended Ntsston - CORKER - Automatic Leak Clearin9,
and ACLII)N - Accelerometer Ran!tar

(3) Voyager - TCAPUF - Trajectory Correction and Attitude
Propulsion Unit Fatlure

Detatled algorithm for two thruster fatlure routines, CORKER and
TCAPUF. are tncluded tn Appe_dtx C.

Ill-170

.,-,.--;._...'.--._"-..." ".. - _-- ." "._- ..-. • _ • .? . .



i Table III-18. Propulsion Fault Protection Functions (Sheet 1 of 2)

m

"-'i
• o

o"

-

Asxlbly/

Subasxsbly
Functions1

Description

&ttitud_

Control

Thruster

V_ve

F_tled

C_NB O_

Leaki_

Val_

Failed

Closed

Example
of Fmlt

Symptom

I
I System/
J Subeyateu
I ImjNmct

J Crltlc-i i_

t
I

sust  Iz. zx ,,l 
Uocommmdml J Propellant

Torqm I Comunption
J
J2o Loss o_

Attitude

Control

Lock of

Comwndad

Torque

Detection/

So.Loll

Loss of

Attitude

Control

I. Exceasive

Pulsi_ by

Opliei_
Thruater

J 2. |xce.18ive

i Wheel Slid

I zncrul_
I
13. Suet._e_
I
I Ch_ber
I heeeu=e
I
J4. I._reml_

l_z_st

C_amber

Temperature

1. Uncorrected

Attitude

Drift

Jl. Lack of

Commanded

Torque for
Wheel Unload

or Attitude

Nmver

ch.mo
Nammver

3. Zero Output
from Thrust

_r

Pressure

Trmmd_er

J4. Lack of

I Thrust

I
J Teuliracure

I ch,nse
J

Isolation

Cle_a Ulitreau

Propellant
Isolation

v_m(s) --_
Diseble

?bluster I
Valve Driver(8)l

Cle_e Upstream

Propellant
Iso lot ion

valve(s)
and Di sable

Thruster

Valve Driver

I
I
I
l Mia
I Correction Ex_

l
i
I
[1. Sb-ltch to l. TCJ

J Backup Vc
J Thruster

I 2. 00s
12. Attempt VJ

to Clear E]

Leak by N_

I_peated

-'_lsin6

Svitch to TCAPI

Backup Vo]
Thruster
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T_ble III-18. Propulsion Fault Protection Functions (Sheet 2 of 2)

A•mmbly/

Sube•mubly

Fu_ct lone1

Description

EXdmFle
of Fruit

Symptom

Overpr4mlure
of

Propellent

T•uko

System/

Subgys tern

lupact end

Criticality

Relief rely•

Ventl_q_
Eeducee

Preaeurdmt

Ga• Supply-
Eventual

Lose of

Propul•iou

Capability
if Pf•_8_r mt

Lee8 1•

Excessive

(This is •

tim critical

feilure if

_qulttor
fails wide

open)

1 I
I i
I I

oet_t ion/ I I
Se,u, ln$ I Ioolatton I Correct ion

I I
I

1. P_eeeulre

Increm in

/_opellant

T_k(,)

i 2, Pressure

Decree

In Hi8 h
Premeds

Supply

Tmdt(o)

Close

Imlatloa

Val_ be t_een

Premourmt

Scmrce _nd

I_ulator

I
I
!1. Operate
J in Slov-

! dovn.ode
I m Lens ee

J Possible

I
J2. Cycle

Isolation

Valve(s)

to Re-

Pruo_rlxe

Propellant

Tm

Hission

Example•

PRSREG-

Viking
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3.5* THERI_L CONTROL SUBSYSTEM

3.5.1 Funct1,_nal Description and Elements

The The,'_l Control Subsystem regulates the thermal environment of
the spacecraft and !_s c_onents through a wide variety of active, semi-
actlve, and passive conq)onents. Wide use of passtve and semi-active components
in destgn applications leads to autonomous operation tn a trlvtal sense that
no external control of the comM)onents is possible. The primary requirement
for additional autonomous control capability arises wtth active coaq_onents.
Themal Control Subsystem design is characterized by a high dependence upon
the thermal behavior of all other subsystems and their conq_onents and the
absence of need for welfare maintenance functions.

3.5.1.] Passive Elements. These are non-moving elements which are not
adjustable once Installed, although contamination wtll change their properties.

(1) Thema| Control Surfaces. (Radiators) The thermal opttca]
properties are used to control energy balance.

(a) Paints

I_l Metal surface/surface treatmentSecond surface mirrors

(Z) _Insu_. _I uses the radiation blocking
o___Ivlty surfaces.

I_} Aluminized MylarlKaptonMetal Foils (Tantalum/Al uminum)

(3) Conduction Straps. Use ,aaterial with the thermal conductivity

requlred for the applicatlon.

(a) High conductivity - ;aetals _copper/silver/copper)
(b) Controlled conductivity - (graphite composites)

(4) Thermal Isolation. Use material to minimize thermal conductivit
between adjacent equipment.

{a) Material - Low conductance materials {synthetic foams/
composites)

(b) Design - Contact area control, length

*By R. 'N. _iyake-
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3.5.1.2 Semi-Active Elements. The semi-active components are elements
that can be ground adjusted, but once tn orbit there is no adjustment capability.

(1)

(z)

(3)

Louvers. Louvers are devices where movable panels change the

surface thermal optical properties. The movable elements are

arlven by bi-metalllc elements, and are thus driven directly

by temperature.

Heat Pipes. Heat pipes are vapor chambers which use pressure
difference to drive a vapor from the heat source to a sink.

These devices usually operate at a very low temperature

difference, and are capable of transferring large amounts of

energy. Choice of working fluid will define operating
temperature level.

Phase change material _PCM). PCM stores energy at a high
generation rate thus reducing temperature rise in a component.

3.5.1.3 Active Elements. These are components which have the capability
of thermal control, on-orbit adjustment, and the ability to add energy.

Prime examples are:

(1) Heaters. Convert electrlcal energy to thermal energy and
can be commanded ou/off.

(Z) Thermostats. Control (comnand) electrical power cycling as
a function of temperature, and fall into two major categories.

(a) Mechanical. A mechanical thermostat is usually a bi-
metallic unit that is the switch. The hi-metallic unit

can be set to maintain the temperature level and dead
band desired.

(b) Electronic. This unit uses a sensor output to electron-

ically switch the heater.

(3) Fluid Loops. Transfer energy between components and sinks by
pumping fluid through lines to heat transfer (HT) rejection

plates to space sink (radiators).

(4) Variable Conductance Heat Pipes. Heat pipes with components
(heaters, controls, inert gas chamber) that will deactivate the
condenser.

(5) Temperature Controlled Louvers. Similar to the louvers described
above, but with heater and electronic thermostat to adjust

louver position.
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(6)

(7)

(8)

Acttve Coolers. Devtces that can cool spectftc areas or
components to temperature level requtred for the successful
operation of that area. Two examples are:

(a) Dewars. These hold stored |ow temperature cryogen|c
that are expended cooltng specified equtlment.

(b) _. These are mechanical devtces that
COOl SpeClTlC areas. Thts can be done wtth vartous
devices (adsorption/absorption).

Temperature Sensors. Measure temperature levels of components.

Flux Sensors. Calorimeters measure energy tnctdent or absorbed
by a surface.

3.5.2 Autonomous Maintenance Functions

No welfare maintenance requirements were Identified for the
compone.nts listed tn Toptc 3.5.1.

3.5.3 Autonomous Fault Iqanagement Functions

The functions Identified In Table III-19 cover all components
11sted tn Toptc 3.5.1. Several characteristics of themal control
fault management may be deduced from the table:

(z) Themal faults are often the result of faulty components
tn other spacecraft subsyste_ and may be a s_nptou of
such faults.

(2) Response to thermal faults often requtres reconflguratlon of
external subsystems.

(3) This Interdependency requtres thermal constraints to be
considered tn the fault management response of a spacecraft
executive or another subsystem,
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PART IV

VALIDATION IqETItOOOLOGY

The va1|datlon Rthodology for autonomous syste1_ assumes an
existing basellne program. Autoncxqy then adds an additional attribute ,nich
must be effectively |ncorporated wlthtn extsttng validation activities.

The following oaragraphs 11st guidelines for mmdtfytn9 the basellne
philosophies, processes, requtrments, tmplemntatton methods and techniques.

SECTION 1

VALIDATION PHILOSOPHIES

Spacecraft subsystems whtcfl are required to tnclude autonomous
destgn functions are generally lore complex than enttre spacecraft systems of
the last genermtlon.

Thts additional complexity, the 11mtted resources available for
validation, and the longer expected spacecraft operational lifetimes, dictate
that greater mm[._asts be placed upon early generation and acceptance of design
requlrelents to atd the validation process.

Therefore, ttts suggested that the validation requirements on the
system destgn as 11sted _n Part 111, Section 2.3 of thts document also be
reviewed for applicability.

Development of validation philosophies for autonomous systems
requ|res that some exlstlng ltlltary and Industrial standards and practices be
revtsed to accept an Integrated, I)utldtng block approach for the analysis,
test, and simulation of autonomous systea functions. In add|tion, the
follontng paragraphs provtde key guidelines for the va:tdatlon of autonomous
spacecraft system.

Authors: R. Malm and J'_'"Morecroft
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SECTION 2

THE VALIDATION PROCESS

The validation process for autonomous system functions begins at
the lowest reasonable level of hardware and software assembly. As the
elements are assembled toward the full flight configuration, lower levels of
autonomous features are no longer _vatlable for detailed element revalidatlon.
Therefore, spectal efforts must be directed toward early engineering
demonstration tests of all Interfaces and redundant functions.

The systm design and the test program must be integrated such
that successful test of the higher levels of assembly are an implicit val(datlof
of the lower level autonomous functions.

The integrated test plan must clearly demonstrate that autonomous
features have been verified several times during _he composite test program,
and that al1 critical functional elemonts are available at launch. Figure
IV-1 illustrates such a test flow.

SECTION 3

VALIDATION REQUIREMENTS

The requirements which are significant to the valieation of
autonomous design are:

3.1 AUDIT TRAIL BASELINE

Elements with autonomous functions shall be tested at the system
level with all direct access and monitoring support equipment connected to
ensure a completed audit trail of system responses.

These baseline perfo_nce data are required for comparison during
other test configurations when only telemetry data are available.

3.2 SUBSYSTEM ANU SYSTEM INTERFACES

All test sequences shall be directed towards a clear demonstration
of how interfacing elemonts will respond to both neminal and all anticipated
abnormal conditions under which the autonomous features are designed to
operate.

IV-3
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- 3.3 ELECTRONAGNETIC INTERFERENCE AND OTHER TRANSIENT PHENOMENA

am

| -

e

It is frustrating, rtsky and expensive to observe unplanned
transient events only to discover that inadequate design considerations,
environmental conditions, or test configurations have triggered false f_i_ure
detection and correction actions. To reduce the risk of test failure the

following requirements apply:

(1) Accurate modellng of ENI and environmental transients
shall be provided for a11 normal and abnormal conditions.

(z) Good cabllng and grounding practices shall be observed

in a11 detail designs and test configurations to avoid
false actions of autonomous devices.

3.4 DIAGNOSTIC AND TEST SOFTWARE

Software system designs shall provide diagnostic and test software
to rapidly isolate failures to the level of the replaceable functional element
and to rapidly establish and reconftgure a test sequence. This requires a
change to the generally accepted practice that only flight software is to be
used for the test program. Whether the software resides in the flight or
ground segments is a matter of economic and engineering judgement.

Carefully designed diagnostic and test software should be used
to test autonomous features rather than the higher risk method of inducing
faults through insertion of interface breakout boxes or cabling.

The very act of creating such software provides an insight into the

real software/hardware interfaces which is otherwise achieved only with
several software revisions as the result of test failures.

3.4.1 Diagnostic Software

Diagnostic software shall be provided to stress timing constraints,

loading, memory limitations and data transfer protocols for all subsystem
and system level interfaces.

3.4.2 Test Software

Test software shall be provided to rapidly sequence through mission

configurations, mission events, system/subsystem logical states and all data
exchange formats.

Test software shall include the ability to corrupt data, messages,

frames, fields, words, and bits to validate proper autonomous algorithm
actions.
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Test software shall provide the ability to temporarily inhibit
autonomous actions while at the same time executing the autonomous algorithm
up to the point of command execution outputs.

In all cases where dlagncstic or test software is provideO, an
automatic reset to the nominal configuration shall be provided to avoid the
inadvertent defeat of autonomous features.

ml

3.5 MISSION UNATTENDED LIFETIME DEMONSTRATION

A test sequences of a duration equal to the minimum period of
unattended operations is required. These sequences may be run during space-
craft acceptance tests or flight operations test and training
activities.

(I) During execution of these sequences a minimum of ground support
equipment shall be connected to the spacecraft.

(2) All autonomous functions shall be exercised in such a way
that the available functional redundant elements share the

operating time equally.(.tlUO hours is acceptable.)

(3) All redundant element switching logic shall be demonstrated,
starting from a baseline of both prime and redundant element
equipment.

SECTION 4

IMPLEMENTATION METHODS ANU TECHNIQUES

4.1 THE VALIDATION/TEST SUBSYSTEM

The validation requirements for conventional spacecraft system

designs are generally well documented and will not be discussed here.

Autonomous Systems Validation, however, requires new tools and

methods, if schedules, risks, and cost are to remain equivalent to those of

conventional spacecraft designs.

One of the methods used to include validation considerations in the

design process is to identify and establish a validation/test subsystem as

part of the flight and ground segment functional designs.

The Validation/Test subsystem functions identified could then be:

(I) Distributed among existing subsystems on an available
resource basis,

IV-6
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(2) Provided in a common processor for both ground and in-flight
use,

(3) Assigned to one of the flight spare subsystem dements, or

(4) Assigned to the ground systen through a flight system
interface.

As a minimun_ the flight system validation/test subsystem could

provide a direct access path to the Might system for ground support equipmenl
interfaces.

The ground support equipment could then provide the necessary

tools and processing for system level validation/test.

The top level functional requirements for a validation/test

subsystem are to:

(I) P,ovide for external interfaces to ground support equipment
remote terminals.

(2) Provide reference for timing flight and ground system
element events.

(3) Provide for corruption of interface protocol and data.

(4) Provide for simulation/emulation of subsystem interfaces

when subsystems are removed for problem investigation or

repair.

(5) Provide for meJ}d_l'(_.i(_entof subsystem processing performance

margins.

(6) Provide fo_ measurement of subsystem timing accuracies.

(7) Provide interface diagnostics and a test data generator for

each subsystem.

(8) Accept, process and summarize status, alarm event and error

information from a11 subsystems.

(9) Provide for the periodic transmission of collected informatio_

to the flight telemetry subsystem and/or the ground support

equipment.

(10) Provide for monitoring of subsystem responses to command

message requests, and provide reports of responses outside

established limits (watchdog timer).

(II) Provide for periodic self-test of the validation/test subsyst,

elements and non-active spare subsystems.

i
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(12) Provlde for a SO%margln in valldatlon/test resources to
occ_ate changes after fllght subsystem designs are

complete.

(13) Provide test messages for system/subsystem protective coding
evaluation to aid In the Isolation of faults to the level
of the replaceable spares.

(14) Provlde for the development of a11 software validation/test

functions through an independent agency implementatlon using

only project-controlled interface and design documents. This

Independent l_lementatlon w111 help identify documentation

errors and ambiguities.

Early project acceptance and fundtng of a validation/test subsystem are
essential tn the era of autonomous system designs.

New technologles (I.e., fault tolerant integrated systems) may
reduce the need for a validation/test subsystem hardware/software. However,
the exp]tctt collection of test requirements ts essential for autonomous
systems where faults may be overlooked because of automated fault correction
techniques.

4.Z REQUIREMENTS EVALUATION AND TRACEABILITY

One of the most useful techniques for understanding the impact of
autonomous functtona] and design requie'ements on the validation program is
the Requirement Traceablllty Table.

As an example, Table IV-1 lists:

(I) The requlreeents for Part Ill, Section 2.3, and for Part IV,
Section 3 of this document,

(2) The recommended validation methods (analysis, test, or
simulation),

(3) The assembly levels (module, subsystem, system) at which the
requirement can be validated,

(4) The relattve priorities for allocation of validation resources,

(5) The source of the requirement for addltlonal information or

ratlonale, and

(6) Comments relattng to schedules, test frequency and test tools
required.

IV-8
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PART V*

SUMMARY OF EXPERZENCE W[TH AUTOS DES[GN AND VALIDATION

g

SECTION 1

BACKGROUND

°

Thfs Part of the Handbook provtdes a concise summary of "lessons
learned" from prevtous JPL experience wtth autonomous spacecraft operating
features. The matertal ts culled from presentations, papers, and discussions
wtth key personnel from the V|ktng, Voyager, and Galileo projects. Ga111eo
related materfal reflects destgn pollctes and approaches that we_'e adopted
as a result of prevtous Vtktng and Voyager experience and a general JPL
desf gn methodology.

J

m

w

*By R. W. Rowley and P. R. Turner
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SECTION 2

PROJECT LEVEL DETAILS

Autonomy considerations have been driven by a series of Project

level poli clas.

2.1 VOYAGER PROJECT POLICIES

The overriding requirement on the Voyager autonomy c_pability

was to support the project reliability requirement to elimlnate any single

point failure which could cause loss of more than 50li of engineering data or

the data from more than one science payload instrument. Design considerations

for on-board operations were dominated by the long communications delays (up
to 90 minutes one way light ttme at Saturn) and separation of tracking support
periods by as much as Z4 hours during cruise phases of the mission.

Priority was given to critical functions resulting in the bulk
of the Voyager autono_ being applied to the following areas:

(1) Ensuring spacecraft safety.

(2) Maintaining spacecraft power.

(3) Maintaining upltnk (command) and downltnk (data) :apabilit|es.
Thts required mtntatntng attitude reference for antenna
pointing as well as insuring a functional complement u_
telecommunication equipment.

(4) Minimizing consumables (hydraztne) usage.

The Voyager spacecraft mission and functional design are described

in Appendix A.

2.2 GALILEO PROJECT POLICIES

The Ga111eo mission to place an orbiter about Jupiter and deliver

an atmospheric probe has continued the basic single point failure policy of

V_ager. In addition, pollcles have been developed for orbiter fault

protection and computer margin management.

The fault proLectlon pollcy calls for an expllclt "fault protectior,

subsystem" and defines the modes of operation In each mission phase. The
fault protection subsystem is not defined as a separate hardware subsystem,
_it wtll be implemented through software control of existing command, data
processing, and attitude control resources. The policy recognizes fault
protection as an explicit function to be provided in design and given high
level management visibility.

The computer margin management policy identifies required memory

and timing margins at different milestones from preliminary requirements

V-_.
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review through fltght operations. Provision of capabilities over and above
mtntmal _mqutremnts ts necessary to prevent softmre design and software
changes durtng operations from b_lng constrained by lack of capacity. The
Importance _f software tn the Sl_cecraft destgns, the length of the mtsston
(approximately etght years from requirements revtmv to end of mission), and a
poltcy to develop eddltlonal software In flight all contribute to the need to
provide perfomance margins tn the destgn.

!
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SECTION 3

DESIGN iMPLEIqENTATION EXPERIENCE

Autonomous ccntrol and fault management experience has provtdeO
a point of departure for Project Galtleo and other design activities. Key
observations of spacecraft designers have been:

(z) Voyager autonomous features that have executed tn fltght
have always performed as designed. Frequently, however,
fault protection routines were required to function under
conditions not anticipated during design and test. The
result would be an unexpected series of events which wou]d
not threaten the spacecraft, but puzzle ground control|ens.
Reconstruction of events was complicated by lack of a
comprehensive audit trail. Thts indicates the importance
of considering all aspects of validation and fltght operations
in the design phase.

(2) Fault protection algorithms generally dtd not require an
independent conftmatton of faults before being triggered.
The spacecraft was thus not well protected against sensor
failures.

(3) In-flight software evolved as experience was gained, both
before and after launch. The advantages of a flextble
software design (table drtven; small, modular routines)
were apparent throughout the development, test, and fltght
operations phases as frequent changes were made.

(41 Availability of a baseltne hardware design wtth Failure Hodes
and Effects Analysts (FMEA's) at the start of the fault
protection software design stage resulted tn a logtcal
progression from design through software development with
mtntmal Iteration. However, the software design was severely
constrained by being forced to ftt tn the small amount of
memory available at that stage of the spacecraft destgn.

(s) Both formal and tnformal reviews of the software designs
proved to be invaluable. Informal reviews took the form
of peer review (individual and g_oup) "bratn picking" and
"what if" sessions that often disclosed fatal flaws not
initially obvious.

(6) Fault routines produced extensive switching of cross-strapped
and block redundant elements. Whtle no problems have been
apparent to date, concern remains that switching should be
more constrained tn future designs.

_/-6



(7)

(8)

Fault routines were triggered often during early stages of

the mlsslon. This was fre_luently caused by thresholds and

tolerances belng set too tight In the software. Experience

Indlcated that software trlp polnts be set as loosely as is

tolerable fr0m an operatlonal standpoint untll the spacecraft

Is checked out In f11ght. Tnlp points can then be progressivel

tlghtened as operatl ng experl ence accumulates.

Input data for triggering fault routines should be filtered
by multiple sampltng or some other technique to prevent
transient conditions from improperly activating the routine.

, o

m
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SECTION 4*

VALIDATION EXPERIENCE WITH AUTONOMY

4.1 BACKGROUND

The philosophies which guide the planetary spacecraft validation
process originated during the development of the Corporal and Sergeant
missile systems for the lJ S. Army_ during the mld-lgSO's. As the lunar

and planetary missions of the 1960% and 1970's were developed, the space-

craft became more complex with compllcated interfaces, sophisticated systems

and subsystems, and the added features of functional redundancy. Each

successive spacecraft design has influenced and extended the earlier

,alidation philosophies and methodology. The Viking Project initiated the

on-board software autonomous capabilities with fault detection ar,d fault

ce_rection routines. These initial autonomous capabilities were then

augmented for the Viking extended mission to include on-board routine

maintenance. The Voyager Project added additional autonomous features

w_ich again extended the scope and complexity of the validation process.

Because autonomy Is generally Implemented In an on-board computer,

via software, validation methodology had to be expanded to include simulation

of fault conditions and monitoring of related software o_ratlon and actions.

Proper interaction between normal and abnormal spacecraft activities was

another characteristic of these autonomous systems Which had to be validated.

Table V-1 lists the on-board software routines for Voyager
and Viking spacecraft, with appropriate supplemer,tal test information for
each. This table, and the related following comments_ show the manner in
which validation philosophies and methodology had adapted to the advent of
autonomous spacecraft.

For those routines available during system test, three test
environments were used:

(1) Some of the routines were considered to be normal

constituents of spacecraft operation and their validation

was a by-product of normal test procedures. In fact, the

Voyager ERROR routine was used as a convenient means of

stopping test sequences When necessary.

(2) Most of the others were tested individually, by configuring

the spacecraft appropriately and activating the trigger for

the routine under test. Results were observed with ground

s_pport equipment connected to monitor proper system operation.

(3) The remainder were validated during execution of spacecraft

functlonal command sequence blocks to which the routines
relate. Additional tests were run with some of the routines

while executing critical mission sequences. These tests

were designed to establish that sequences would proceed

properly after autonomous fault correction cctlons.

*By R. Malta and J. Morecroft
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Table V-I. System Level Test History

ill

|

I

On Bcard Routines

Command Loss (CMDLOS)
RF I.oss (RFLOSS)
Power Check (PWRCHK)
IRIS Power (IRSPWR)

AACS Power Codes (AACSIN)
Error
Tandem & Turn Support (TRNSUP)
AACS FCP SWAP (Heartbeat)
Omen Power Code Response
Celestial Loss/Acquisition
Power Supply Fail
Memory Refresh Fail
Thruster Branch Fail

Gyro Fail
Scan Slew Fail

Command Parity Fail

Command Sequence Fail

Bad/No Echo Response
TCM Turn Abort

Turn Complete

Telemetry

BacKup Wiss!on Load
Telemetry
CCS Error

MOI Power fransient (MOIMAU)

RF Powe, Loss
Command Loss

Roll Reference Loss

Sun Acquisition

ACE Power Changeover
Battery Over-Temp
Share Mode

Pressure Regulator Leak
Telemetry

(BAT MON)
(BATCHARGE)

(SIN PON)

Receiver Switch (RCVRSW)

Downlink Off (DLOFF)
Seal Leaky Valve (CORKER)

Accelerometer Monitor (ACLMON)
Leak Check (LEAKCK)

Stray Light Response (_TRAY)

(DECOM)

Voyager

Tested

in

Viking Test

Viking Extended System

ENC - ENCOUNTER

LNCH - LAUNCH

MOI - MARS ORBIT INSERTION

TCM - TRAJECTORY CORRECTION MANEUVER

Spacec raft
Mode(s)
for Test

CRUISE

SPECIAL

TCM, ENC

ENC
ALL

TCM, ENC
TCM
SPECIAL
SPECIAL

LNCH, CRU
X
X

TCM
TCM
ENC

X
X

SPECIAL
TCM

X

SEVERAL
MOI
SPECIAL
CRUISE

CRUISE
LAUNCH

SPECIAL

CRUISE
CRUISE

X
X

X

X

X
X

X

X
X

X

X

X

Not

Tested Develope(
in After

Sys Test Launch

X

X
X

X

X

X

X
X

X

X
X

X

p-

¢# •
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;ks noted in the table, some of the available routines were not

validated during system test. These are not testable because of their

nature, constraints in the system test environment, or because the routine

was developed in the post-launch period.

The philosophies and _nethodology related to validation of autonomous

spacecraft, which are the outgrowth of Viking and Voyager experience,

contributed significantly to the success of these missions and are equally

applicable to other missions employing autonomous spacecraft. They will be

the basis for validating the autonomous capabilities of the Galileo spacecraft.

4.Z KEY PHILOSOPHIES

A summary of the planetary spacecraft validation philosophies is

given in the following paragraphs:

It should be noted that many of the design characteristics listed

in other parts of this document are an essential part of the validation

program, therefore, the reader should become familiar with those elements of

the system design that are essential for implementation of an effective

validation program.

Two (Z) general philosophies applicable to all levels oi the

planetary spacecraft validation program are:

(1) Valldatlon by testing Is preferable to validation by analysis

or simulation. Analysis and/or simulation are used on%y where

testing is not practical, or is precluded on the basi_, of
cOSt, risk, schedule, resources, and facilities.

(2) Lower level tests need not be repeated once an element has

been completely integrated into a higher level configuration

unless trouble shooting or periodic trend analysis is not

otherwise possible.

Design of higher level tests must be such that lower level function

and requirement conformity is implicit in satlsfactory completion of higher
level tests.

4.Z.l Validation Organization

4.2.1.1 Subsystem Testin 9 and Test Sequences. Subsystem testing, prior to
subsystem integration, Is the responsibility of the source organization as

negotiated with the project. Written subsystem test sequences form the

basis for system level tests.

4.2.1.2 Personnel Responsibilities. Subsystem int3gration, flight system
testing and flight system operations are planned and executed by project teams

consisting of key personnel from all project, mission, system, and subsystem

V-tO



4.2.1.3 Delegation of Responsibllit_. System test responsibility and the
required authority to plan, schedule, execute, direct and control the system

test program are delegated by the project to the test manager/test conductor.

4.2.1.4 Hardware/Software Removal Authorizatiun. Authorization for removal

and replacement of system hardware and software is at the discretion of the

test manager/test conductor.

4.2.1.5 Hardware Handling Restrictions. Hardware handling, for system

level testing, is specifically restricted to designated team mechanical,
electrical, and quality assurance personnel.

4.2.1.6 qualit_ Assurance Responsibilities. Quality assurance and

reliability personnel monitor all flight system test activities, and control

flight hardware handling and storage.

4.3 MISSION VALIDATION OBJECTIVES AND PRIORITIES

Objectives and priorities of the mission validation process, as
implemented in typical deep space missions, are:

Priorit_ Objective

To demonstrate that each flight system element and the support

systems satisfy their mission-related, functional, performance,
and operational requirements, while operating in the simulated/

actual mission environment(s).

To demonstrate that each flight system element, ground systems,

and support systems satisfy their interface require,_nts to all

Interface Control Documents (ICDs) and other pertinent documents.

To demonstrate that all project elements, i.e., flight system,

ground systems, support systems, operational personnel, support

facilities, etc., operating together through timed sequences

covering all segments of the expected range of mission profiles,

can accomplish all mission objectives. That is, that all project

elements working in unison can satisfy the mission-level, functional

performance, and operational requirements.

4.4 QUALIFICATION AND FLIGHT ACCEPTANCE TESTING

4.4.1 Test Levels

Two levels of test severity are defined as Qualification Tests;

I) Type Approval Test and 2) Flight Acceptance Tests. In general, the test

conditions for Qualification Test are fifty percent more rigorous than the

nominal anticipated flight conditions. The latter are generally the basis
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conducting F11ght Acceptance Tests. Acceptable performance 11mlts may be
greater under Qualification Test conditions.

4.4.2 Performance Levels

Both types of tests are performed, as appropriate, at hardware
ptece part and assembly levels. Subsystem level testing is the most exte,stve,
wtth functional, handling, storage, and operating environmental tests performed.
A subset of these tests ts pel'fomed after integration, as part of the system
test procedures, to verify performance of crttlca] elements tn the environmental
conditions resulting from their |ocatton tr, the fl|ght systems.

4.4.3 Retest Requirements

Subsystems may have to be retested, both Qualification and F11_t
Acceptance, to new envtrormental requirements In the event that system tests
determine that the ouerattng environment tn the system conftguratton ts more
severe than that under which that subsystem was originally tested.

4.5 LEVELS OF TESTING

4.5.1 Lowest Reasonable Level

Tests are conducted at the lowest reasonable level of hardware

and software assembly. (Component, subassembly, assembly, subsystem, system,
and mtsston levels).

4.5.2 Test Repetition

Functional tests, interface, performance, and calibration sequences
are periodically repeated at each assembly level as the equipment is assembled
to the f11ght system launch configuration.

4.6 ENGINEERING TESTS

4.6.1 Importance of Early Testing

All complex, crttlcal _ardware, software functions and Interfaces
are tested as early In the test program as posstble using flight equipment,
flight prototype or engineering model deltverables.
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4.7 FLIGHT EQUIPMENT OPERATING TIME

4.7.1 Minimum and Maximum Operating Times

Minimum and maximum equipment operating times are established at
all test levels.

4.7.2 Test Value Selection

Maximum values are selected to detect infant mortality fallures,

Maximum values are selected to a11ow completlon of system level testing wlth
the set of limited life equipment to be launched.

4.8 REGRESSION TESTING

4.8.1 Test Requirements for Replacement Hardware

A11 replacement system hardware Is subject to the same inspection,

handling and acceptance tests as are required during inltlal Installatlon.

B

4,8.2 Changes, Repatrs and Replacements.

Software version changes or hardware repairs or rep|acements
require a detailed regression test of all affected functions and interfaces.

4.8.3 Interface Reval Idatlon.

Interfaces are not revalldated unless physlcally disturbed

(connectors demated) or redesigned. Redesigned interfaces require complete
revalldatlon. Revalidation of demated connectors Is limited to connector

integrity and functional test of affected circuits.

4.9 SYSTEM TESTS

lm

4.9.1 Worst-Case Sequences.

Selected worst-case spacecraft engineering and payload mission
s_quences are provided for system level test to verify that spacecraft

performance w111 meet mission sequence requirements.

- °
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4.9.2 Anticipated Envtronments.

Anticipated flight system environments are included as part of all

appropriate system level tests (RFI, static discharge, shock, etc.). System

level environmental tests complement but do not replace subsystem environmental

test sequences. Hazardous environmental testing is limited to the subsystem

level (l.e, thruster firings). Subsystems wlth hazardous elements provide

functional and electrical simulators for use during system level tests.

4.9.3 Envl ronmental Testing.

System level thermal vacuum and vibration tests are conducted as

early In the test program as possible. Conslstent system performance under
a_lent conditions must be demonstrated prlor to start of environmental test

sequences. Fallures or hardware replacements following system envlronmental

tests may requlre that test segments be repeated at the system or subsystem level.

4.9.4 Audit Trail Verification.

Elements with autonomous functions are tested in system test
configurations with all direct access and monitoring support equipment to
ensure a complete audit trail of system responses.

4.9.5 System Test Data Analysts

Real time displays provided for system test nominally dtsplay data
tn suppressed message formats. Data alam limits are also provided to alert
operations personnel to data excursions beyond planned values.

Fixed periodic status summary formats, the real time data and

measurement plots are provlded for non-real time trend analysis.

4.10 SUBSYSTEM TESTS

4.10.1 Simulator Requl rements.

Functional and electrical simulators are required for all subsystem
wtth complex external Interfaces or for subsystems Interfaces which are required
for other elements to functionally operate.

These simulators must be representative of subsystem designs for
interface and circuits, critical timing circuits and ground circuits.
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4.10.Z Interface Testing.

em

Internal and external interfaces are tested as early as the
Implemented Interfaces are available. These tests are repeated several
times as the flight testing proceeds toward launch.

4.11 POST-ENVIRONMENTAL INSPECTION

Easy removal and replacement of hardware elements has long been a

characteristic design feature of planetary mission system and subsystems.
The Post-Envlronmental Inspection Period represents the most extensive

dlsassembly of a validated f11ght system permitted in the test program. In

this period, hardware elements and subsystems are avallable for quality

assurance system and subsystem inspection, and calibration and trend analysls
which cannot be completed in the f11ght system conflwratlon. Partlcular

attention ts directed toward assessment of environmental and handltng damage
which may have occurred since initial delivery. The value of this approach
has been demonstrated on numerous occasions when contamination, calibration
drtfts_ and subsystem tntemtttents were detected and repaired. System re-
assembly ts followed by a repeat of the complete system test, with particular
emphasis on equipments which were repaired and replaced. In some instances,
equdlly qualified spare units are used to replace items which cannot be
reworked wtthout significant schedule tmpacts.

It ts understandatle that such a disassembly would increase
potential risks for system whtcn were not designed for removal and replacement
However, autonomous planetary systems are designed from the start to allow
interchangeabtltty of spares without serious concern about costly and detailed
re-validation beyond the system interfaces.

t

mm

4.12 TEST PLANS AND RELATED DOCUMENTS

Implicit or expllclt test plans are formulated at all va1|dation
levels. These plans result tn formal and informal deliverable documentation
at each delivery point. This documentation extends from specific test plans
to peripheral documents defining necessary hardware and software charactertsttc_
derived from implementing the test plan. Supplemental deliverable documentattot
includes:

Interface circuit data sheets

Grounding tree diagrams

Subsystem/System test procedures
Problem/Fat lure reports
System/Subsystem data flow diagram
State dtagrams

Each of these documents provides significant contributions to a
successful validation program.
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The value of validation documentation w111 be enhanced by adhering
to the following principles in its use:

(a) Written procedures must be generated for all test sequences.

(b) Delivered documentation must be validated prior to use, just
as is the case for hardware and software.

(c) Appropriate written requests for special tests serve as
documentation for such tests,

(d) Forn_1 failure reports are required for a11 iOentified

document_.tion deficiencies, as well as for those of
hardware and software.

(e) Cognizant engineering management must review and consent

to all failure report closures.

4.13 TEST FACILITIES

The environment In which system level assembly and test are

conducted must be the cleanest available, consistent with mission requirements.

Cleanliness shall be sufficient such that autonomous functions

need not be designed for continuous protection against contamlnttton products
generated in pre-launch testing or in post-launch operations.
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SECTION 5

AUTONOMY IMPLEMENTATION RECOMENDATIONS

The following points have been selected from a review of prevtous
experience. These represent detatls whtch were tncluded tn successful designs
or would have enhanced the destgns tf they had been applied.

(1) Fault management ts an overall spacecraft system function.
It should be a specific functional destgn responsibility to
be Integrated wtth system and subsystem design.

(z) In general, block redundancy ts a more economical means of
supporting reliability goals at the subsystem level than
functional redundancy.

(3) Destgn for autonomous operations must allow for traceability
of autonomous acttons after the fact. Logical paths entered,
triggering conditions, memory contents and associated hardwar(
status ape needed.

(4) Validation requirements on spacecraft design should be tnclu_
In the spacecraft design requirements as early as possible.
These requtpemnts should tnclude detailed design practices
and operating requtpements that have been proven necessary
for proper validation of spacecraft system and subsystem
operation.

(s) Validation and flight operations experience produced new
spacecraft requtpements that could not be perceived in the
design process. It ts important to provide the spacecraft
wtth capability margins above those anticipated tn design
requirements. Memory margin for spacecraft computers is
particularly important, as software ts the cheapest
Implementation of requirement changes after integration and
the only tmpl£,_entatton after launch.

(6) The basis of any autonomous control feature ts the abtltty
of a control authority to sense a state or condition _nd

command a change. Provlslon for a processor to access

englneerlng telemetry and Inltlate command actions allows

for the deslgn of software to control a wlde variety of

spacecraft functlons that might not Inltlally require
autonomous control.

(7) Table driven logtc software designs have shown 10 to 1
Improvements tn development cost over normal hard-coded logtc,

(8) Faults should be confirmed using Independent data when
p_sstble.
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(9)

(10)

(11)

(12)

(13)

(14)

(15)

(16)

(17)

(18)

Recovery from a fau;t condition should result in a safe,
unambiguous spacecraft state.

Audit trail design should be included early In the software

design.

Fault protection routines should not interfere ,_ith planned

or on-golng spacecraft sequences.

The capabllity to rollback and resume crltlcal sequences
after fault correctior, activities shou!o be considered in

the design if transparency cannot be assured.

Actions taken under autonomous con'.rol, such as switching

redundant elements, should be reverslble.

Processors should perform a self-test to ensure proper
operation before issuing fault correctl_ c_nds.

_n approach to testing and validating any routine should be
developed as the routine ts being designed. If test planning
is deferred, the result Is likely to be incomplete validation
and increased risk.

Communications between processors should include extensive
software checks. Examples include:

o Echoes
o Handshakes

o Repeated comaands
o Parity checks

Software design checks should prohibit exceeding limits,

entering forbidden zones, executing conflicting commands

and similar fauxpax. Examples include:

o Reasonableness checks of bounds, timing, overflow, etc.

o Constraint checks (e.g., of write protected areas).

o Node confltct checks (e.g., of payload restrictions

durl ng maneuvers).

Sensors should be optimized to support on-board functions

as well as traditional ground functions.

V-18



(lg)

(2Q)

(21)

(22)

(23)

(24)

(25)

(26)

(27)

(zs)

(29)

Computer memory margins should be preserved. (A 50% margin

may not be unreasonable early in the design.) Memory margins

can save money and reduce risk as development progresses.

Software becomes the only tool available for changing system
operation after launch.

Spacecraft system level testing should be designed from the

outset to validate autonomous operations. Support equipment

should be designed to permit visibility and control of
autonomous operations.

Standby elements should be accessible for checkout,

calibration and reprogramming in flight.

Fault protection should be applied at the lowest possible

level. (Conversely, avoid involving the entire system if
possible).

If fault protection is Implemented by a central computer,

it must be the most rellable element on the spacecraft.

Power switching should result in preservation of power
margins and shou|d not result in violation of thermal
control requirements. The latter may impose time constraints
on fault management actions.

Processors should protect against errors of commission and
omission. (Voyager used processors acting in parallel anO
tandem, respectively, to achieve this.)

The spacecraft must protect itself against wrong or invalid
ground commands.

Ground control must be able to override or disable autonomous
software.

Thresholds for triggering fault routines should be set
loosely until operating experience is accumulated.

Fault inputs (i.e., sensor signals) should be filtered to
avoid reacting to transients.
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APPENDIX A

VIKING ORBITER AND VOYAGER _ACECRAFT DESIGN SUMMARIES

SECTION 1

VIKING ORBITER SPACECRAFT DESCRIPTION

The Viking orbiter spacecraft design goals were to _upport several

phases of a 510 day prime mission. A Viking lander spacecraft would he

supported during a 370 day cruise from Earth to Mars Orbit Injection (MOI).

After the orbiter propulsion system performed MOI, a Visual Imaqing Subsystem

(VIS) would support a reconnaissance of the proposed landing sites. After
lander separaLion and injection into transfer trajectory, the orbit r acted as

a radie -e.'_aylink between the lander and Earth. The VIS and two other

science payload instruments would continue to provide orhttal surveillance of
the Martian surface for at least 90 days after the lander was down.

Two Viking spacecraft, each consisting of an orbiter and a lander,

were launched in 1975. The orbiters Were designated VO-I and VO-2. After

completion of the 510 day prime missions, both orbiters remained operational
and entered extended mission phases which lasted until attitude control _s

was exhausted. VO-2 achieved a total operatinq life of 1051 days, with Vf)-1

surviving for a total of 1785 days.

1.1 STRUCTURE AI_,DCONFIGURATION

The Viking orbiter stricture is based on a Mariner IX design,

enlarged and modified to fit launch vehicle and lander interface requirements.

_he basic bus structure is an octagonal ring with alternating sides of lenqths

20 inches and 55 inches. The height of the bus structure is 18 inches.

Sixteen modular compartments provide space for equipment and thermal control

louvers. Tie four solar panels extend on the +x and _ axes through the short
(20 inch) sides and extend 32 feet from the ti'p of one panel to the tip of the

opposite panel. Height of the orbiter is 10.4 feet including the propulsion

system, but excluding the lander capsule.

The propulsion subsystem, scan platform, solar panels, and antennas

are mounted external to the bus structure. Orbiter weight is 5,125 pounds

with propellant.

Figure A-I depicts the Viking orbiter spacecraft in its orhital

configuration. A block diagram of the spacecraft subsystem is included in

Figure A-2.

AI-2



p i1

__ 5z
M. Ull

- _ z_

m

>

,z 8

.<O

e_

0

0

Z
O
1
I,#"I
iI
:)

O

v

Z

I,,-

iu

N
1

1

X

O

AI-3



E
ro

.to

o

S..

Q_

d-)

.f,..

.Q
S..

C_

-fl-

y

I

c1:

S.-

.f-.

A1-4



P

1.2 COHMUNICAT IONS SUBSYSTEM

The orbiter provides S-Band uplink and S-Rand and X-Rand downlinks

for communications with, earth. A Relay Radio Subsystem (RRS) provides a link
at 382 megahertz to receive signals from a Viking lander on the Martian
surface.

A 5B inch high gain parabolic antenna is mounted on the side of

the orbiter between the +x and +y axes and gimballed with 2 degrees of

freeOem. S-Band signals are received at 2115 megahertz and transmitted at

2295 megahertz. The X-Bank downlink is transmitted via the high gain antenna

at 8455 megahertz. A separate low gain antenna with a wider coverage pattern

can be used for S-Band uplink and downlink when the hiqh gain antenna is not

pointed at Earth.

The RRS antenna is mounted on the outer end of the +x so)ar panel.

The lander data is passed to the recorders of +he Data Storage Subsystem (DSS)

and may be routed directly to the Modulation/Demodulation Subsystem (MDS) for
real time transmission to Earth.

The MDS receives low rate engineering data and high rate s:ience

and engineering data from th_ Flight Data Subsystem (FDS) as well as direct

data from the RRS and the lander prior to its separation. The DSS may also be

played back to the MDS. The MDS then drives the Radio Freauency Subsystem
(RFS), which transmits the downlink at X-Band and/or S-Band.

1.3 POWER SUBSYSTEM

The primary power source is the four solar panels with a total area

of 23,P_50 square incnes. These supply a total of 620 watts at the orbit of

Mars. Twu nickel-cadium • tteries back up the solar panels at peak power

loads above 620 watts and during eclipse periods. Each battery has a 30

ampere-hour capacity at J/.4 volts charge. The batteries may be operated

separately. All power subsystem commands are received from the Computer
Command Subsystem (CCS).

1.4 COMPUTER COMMAND SUBSYSTEM

The CCS functions were to decode ground commands, issue commands to

orbiter subsystems, store and execute sequences, and respond to spacecraft

initiated interrupts. The CCS consists of two redundant computers with

redundant memories, weighing a total of 42 pounds. Figure A-3 is a black

diagram of the CCS. Each plated wire memory consists of 4096 words of 18 bits

each. One-half of each memory is write protected to preserve control software

and data constants. The other half of each memory may be erased and reloaded

with software or data in flight. The computers are interrupt driven and may
be operated in parallel or separately. The computers can also communicate

with each other and have access to data in the enqineering telemetry stream.

External sources communicate with the CCS throuqh bi-level inputs or binary

word inputs. The CCS accepts 32 separate hi-level and 32 F_-bit binary words.
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1.5 _OPULS ION SUBSYSTD_

The orbiter propulsion subsystem consists of a btpropellant rocket
engine providing 30(1 pounds of thrust. Yt provides velocity change capability
for cruise phase course corrections, Mars Orb!t Insertion (l_I) burn, and
orbit adjustments at Mars. The two propellant tanks are pressurized from a
helium supply that can be isolated from the propellant tanks by a ladder of
pyrotechnically actuated valves. Tk tanks are repressurized a maximum of
three times in the mission. The helium supply has a valve allowing it to be
used by the cold gas attitude control jets as a functionally redundant source.
Total propellant capacity is 3,137 pounds.

The propulsion subsystem was sized to provide fur four course

correction burns, a nominal orbit insertion burn, and up to 20 nominal orbit

trim burns. Burns are initiated and temlnated by commands from the CCS. The

attitude control system provides pitch and yaw steering commands during the
burn and can move the thrust vector g degrees in either direction. Attitude

control jets on the solar panels provide roll control under attitude control
subsystem (ACS) command.

1.6 ATTITUDE CONTROL SUBSYSTEM

The ACS provides attitude control during all mission phases and

propulsion burns. It addltlonally provides attitude reference data for

navigation via optical sensing with the VIS. The ACS utilizes 4 sun

acquisition sensors (one on each solar panel), a cruise sun sensor, and a

Canopus star sensor. An inertial reference unit with two redundant sets of

three single axis gyros and an accelerometer provides a functionally redundant

capabillty for maneuvers and periods in Mars orbit when the sun is not
visible.

An attitude control jet system supplied by pressurized nitrogen is

utilized to provide control torqdes. The jets are positioned on the tips of

the solar panels for maximum control authority. Pitch valves are on two

opposite solar panels, roll and yaw jets are on the other two. ACS
configuration and mode commands are received from the CCS.

There are two basic attitude control modes. The celestial mode

utilizes the cruise sun sensor for pitch and yaw control and the Canopus star

sensor for roll control. The Canopus sensor also provides an intensity signal
to insure that it is locked on tt.e proper star. The inertial reference unit

provides three axis control for propulsion burns when celestial references are

not in view. It also provides a control reference mode during solar eclipse

periods if,Mars orbit and at any time when the orbiter must be aligned to an

attitude where the sun or Canopus are not visible from their respective
sensors.
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1.7 FLIGHT DATA SUBSYSTEM

The FDS collects orbiter/lander engineering data and science data,

converts analog data to digital form, and forwards it tu either the DSS or the

communications subsystem for transmission. It also provides a timing

reference to the orbiter scientific payload. The subsystem weighs 35 pounds

and contains two 1024 word plated wire memories. An FDS word is 8 bits long.

Three data transfer rates of 8.3, 33.3, and 2,000 bps are available.

1.8 DATA STORAGE SUBSYSTEM

The DSS consists of two independent and identical digital tape

recorders. Lach is an eight track reel-to-reel recorder capable of storing

over 1/2 billion hits. This represents 55 Video Imaqinq System (VIS) picture

frames per recorder. Five speeds of 1K, 2K, 4K, 8K, or 16K bits per second

are available. Seven tracks can be recorded simultaneously at up to 301,212

bits per second. The eiqhth track will record at 4K or 16K hps.

1.9 TEMPERATURE CONTROL SUBSYSTEM

Temperature control is provided hy multilayer insulation blankets

and thermally operated louvers. Additional heat is provided to selected

locations by electrical heaters.

1.10 AUTONOMOUS OPERATION

The CCS served as the spacecraft central processor and provided

both sequence control and fault protection software. Fault routines stored in

the CCS were designed to ensure completion of mission critical events such as

MOI, maintain a command link in the event of a receiver failure or inability

to process commands, manage critical power functions, and maintain Sun

acquisition and downlink. Except for critical mission phases, such as MOI,

the spacecraft usually reverted to a safe, commandable state after executing

a fault protection algorithm.

Followinq the primary mission, an extended mission was conducted

until both orbitLrs ran out of attitude control gas. The operations support

staff was greatly reduced (from 650 people at the peak of the prime mission to

27 durinq the extended mission). Tracking time was very limited. In

addition, the spacecraft had exceeded their design lifetime and various

wearout and end-of-life phenomena began appearing. Operation of tre CCS was

changed to allow non-redundant execution, effectively increasinq the

capability of the on-board computer. The CCS was then reproqrammed with

additional operational and fault protection routines. Access to the telemetry
stream was available via the FDS-CCS interface and was used to extract

engineering data for fault routines. Manpower intensive functions

including battecv charge control and attitude control gas jet leak clearing

were performed by the spacecraft to reduce around requirements.

Not all of the faults or conditions for which autonomous routines

were provided were encnuntered during the prime and extended missions. Those
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r_tlnes _Ich were trlgger_ generally performed as requlr_ and the

exl)erlence _In_ was app11_ to other on-boa_ problems. As a result, the

prll mlsslon _slgn ]Ire of S10 days was exceeded wlth V0-2 _eratlnq for

I051 clays and V0-1 for 1785 clays. Both spacecraft were turned off Hen the
attlt_e control _s was exhausted.
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SECTION 2

VOYAGER SPACECRAFT I_ESCRIPT|ON

The Voyager mtssion consisted of two spacecraft, launched tn 1977,
which fl_ by auptter in 1979 and Saturn tn 1980 and 1981. After Saturn
encounter the second spacecraft, Voyager 2, rill conttnue to Uranus, arriving
in 1986. Voyager 1 ts travelling out of the ecliptic.

Each spacecraft at launch consisted of a mission module - the
planetary vehtcle - and a propulsion module, which provided the ftnal energy
increment to inject the mission module onto the Jupiter trajectory. The
propulsion module was Jettisoned after the required velocity was attained.
(For the major part of the mission, "spacecraft" and "mtsston module" are used
tnterchangeably. In describing the prelaunch configuration and launch phase,
"spacecraft" i efers to the combined ",dsston module" and "propulsion
moduI e. ")

The mtsston module after injection wetghed 82S ktlagrems (1,819
pounds) Including a 117-kg (258-1b.) sctence instrument payload. The
propulsion module, wtth tts large solid-propellant rocket motor, wetghed 1,207
kg (2,660 lb.). Launch might of the spacecraft was 2,066 kg (4,555 lb.).

During crutse, the spacecraft ts three-axis stabilized using the

Sun and a star (usually Canopus) iS celestial references. Hydraztne
(mono-propellant) Jets provide thrust for attitude stabilization and for
Trajectory Correction Ma.neuvers (TCM).

Three engtneertag subsystems are progremmble for onboard control
of most spacecraft functions. Only tr_ectory-correctton maneuvers must be
enabled by ground cemmnd. The three subsystems are the Computer Coemmnd
Subsystem (CCS), Fltght Data Subsystem (FDS) and Attitude and Articulation
Control Subsystem (AACS). The memories of the units can be updated or
modified by ground command.

A nuclear power source, three Radioisotope Themoelectrtc
Generators (RTG), provides electrical power for the spacecraft.

The potntable science instruments are mounted on a commndable
(two-axis) scan platfom at the end of the science boom for precise pointing.
Other body-fixed and boom-mounted instruments are altgned to provide for
proper interpretation of thetr measurements.

Data storage capacity on the spacecraft ts about 536 million bits
- approximately the equivalent of 100 full-resolution photos.

Dual-frequency communications ltnks, S-Band and X-band, provide
accurate navigation data and large amounts of science information during
planetary encounter periods (up to 115,200 btts per second at Jupiter
and 44,800 bps at Saturn).

Figure A-4 depicts the configuration of the Voyager spacecraft.
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2.1 STRUCTURE AND CONFIGURATION

The basic mission module structure is a 24.5-kq (54-Ib.) lO-sided

aluminum framework with 10 electronics packaqlng compartments. The structure

is 47 centimeters (18.5 in.) high, 178 cm (7l_ in.) across from flat to flat,

and 18B on (74 in.) from longeron to opposite lonqeron. The electronics
assemblies are structural elements of the 10-sided box.

The spherical propellant tank that contains hydrazine fuel

for attitude control thrusters and trajectory correction n_neuvers occupies

the center cavity of the decagon. Propellant lines carry hydrazine to 12

small attitude-control and four trajectory correction maneuver thrusters on

the mission modules and to larger thrust-vector-control engines on the

propulsion module during launch.

The 3.66 m (12 ft.) diameter hlgh-_in parabollc reflector is

supported above the basic structure by a tubular truss work. The antenna

reflector has an aluminum honeycomb core and is surfaced on both sides by

graphite epoxy laminate skins. Attachment to the trusses is along a 178-cm

(70 in.) diameter support ring. The Sun sensor protrudes through a cutout In
the antenna dlsh. An X-Band feed horn Is at the center of the reflector. Two

S-Band feed horns are mounted back-to-back with the X-Band suhreflector on a

three-legged truss above the dish. One of the S-Band feed horns functions as

the |ow-qaln antenna.

louver assemblies for temperature control are fastened to the outer

faces of two electronics compartments - those housing the power conditioninQ

assembly and the radio transmitter power amplifiers. Tl,e top and hottom of

the 10-slded structure are enclosed with multl-layer thermal blankets.

Two Canopus star tracker units are mounted side-by-side and

parallel atop the upper ring of the decagon.

Three RTG's are assembled in tandem on a deployable boom hinqed on

an outrigger arrangement of struts attached to the basic structure. Ecch RTG

unit weighs 39 kg (B6 Ib). Together, they provide over 400 watts of

electrical power to the spacecraft.
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The science boom. supporting the t,struments most sensitive to
radiation, t s located 180 degrees from the RT_ boom. The two-axts scan
platfom ts mounted at the end of the boom and provides precision pointing for
four remote-sensing Instruments, the ultraviolet spectrometer, lnfrared
Inte_er_ter spectrometer and radiometer, phot_olarlmeter (no longer

ol)eratlng on Voyager I), and a two-c_ra Imaglng sclence subsystem. Total

platform gimballed _Ight Is 103 kg (2;)7 ]b).

The magnetic fields experiment consists of an electronics
subassembly located in one of the mission module electronics bays and four
magnetometers - two high-field sensors affixed to the spacecraft and two
low-field sensors mounted on a 13-m (43 ft.) deployable boom. The boom,
constructed of epoxy glass, spiralled from its stowed positton in an aluminum
cyltnder to form a rtgtd triangular mast with one magnetometer attached to its
end plate and another positioned 6 m (19.6 ft.) closer to the spacecraft. The
mast weighs 2.26 kg (S lb.), a few ounces )ess than the cabling running Its
length and carrying power to and data from the magnetometers. The boom
houstng ts a 22.8 cm (g in.) dtemeter cylinder, 66 om (:_6 in.) long_ supported
by the RTI; outrigger, rhe mast uncoils tn helical fashion along a line
between the rear face of the high-gain antenna and t_e RTG.

A 0.36 square m (4 sq. ft.) shunt radiator/science ca!tbratton
target faces outward from the propu]slon modu]e truss adapter toward the scan
platfomo The dual-purpose structure ts a flat sand_dch of two aluminum
radiating surfaces lining a honeycomb core. Through resistors heLween the
plates, excess electrtca] puwer from the RTG can be radiated to space as heat.
The outer surface also serves as a photometric calibration target for the
remote-sensing science instruments on the scan platform.

l

2.2 COMMUNICATIONS SUBSYSTEM

Communications wtth the Voyagers is by radio link between Earth
tracking stations and a dual-frequency radio system aboard the spacecraft.
The upltnk operates at S-Band on]y, carrying commands and ranging signals fr_n
ground stattons to one of a patr of redundant receivers. The down]Ink is
transmitted from the spacecraft _t both S-Band and X-Band frequencies.

The on-board communications subsystem a]so includes a programmable
F]tght Data Subsystem, Modulation/Demodu]atton Subsystem, Data Storage
Subsystem (DSS) and High-Gain and Low-Gain Antennae.

The FDS, one of the three on-board computers, contrGls the science
instruments and formats all science and engineering data for telemetry to
Earth. The Telemetry Modulation Unit of the MIlS feeds data to the downlink.
The Command Detector Unit of the dDS detects ground commands received by the
spacecraft and routes them to the CCS for decoding.

Only one recetver ts powered at any one time, with the redundant
receiver on standby. The receiver ooerates continuously during the mission at
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about 2113 me.qahertz. Different frequency ranges have been assigned to the
Radio-Frequency Subsystem of each spacecraft. The receiver can be used wtth
either the High-Gain (dish) or Low-Gatn (omnt) Antenna. (Voyager 2's primary
recelver failed on Aprl] 5, 1978, and the spacecraft Is operatlng on Its

back-up receiver. )

The S-Band transmitter consists of two redundant exciters and two
redundant RF power amplifiers, of which any combination is possible. Only one
exciter-ampltfler combination operates at any one time. Selection of the
combination is by on-board failure-detection logic within the Computer Command
Subsystem, wdth ground-command backup. The same urranqement of
exciter-amplifier combinations makes up the X-Band transmitting unit.

One S-Band and both X-Band amplifiers employ Traveling ;/ave Tubes.
The second S-Band unit Is a solid state amplifier. The S-Band transmitter is
capable of operating at 9.4 watts or at 2B.3 watts when switched to hiqh power

and it can radiate from both antennas. X-Band power output is 12 watts and

21.3 watts. X-Band uses only the hlgh-galn antenna. (S-Band and X-Band never

operate at hlgh power simultaneously due to raw power availability and thermal
control considerations).

When no upltnk stgnal ts hetng received, the transmitted S-Band
frequency of about 2295 141z and X-Band frequency of B418 19tz originate in the
S-Band exclter's auxiliary oscillator or tn a separate Ultra-Stable Oscillator
(one-way tracking). Wtth the receiver phase-locked to an upltnk signal, the
receiver provides the frequency source for both transmitters (two-way
tracking). The radio system can also operate with the receiver locked to an
uplink signal whtle the downlink carrier freauenctes are determined by one of
the on-board oscillators (two-way, noncoherent tracking).

The X-Band downltnk was not nomally used during the first BO days
of the mission, until Earth was withtn the beam of the spacecraft's high-gain
antenna. Communications during launch, near-Earth and early cruise phase
operations were confined to S-Band and the low-gain antenna. An exception
occurred early tn the Flight when th_ spacecraft, on inertial control, pointed
the high-qain antenna toward Earth to support instrument calibration and an

optical navlgation/high-rate telecommunications link test. Durinq Its

calibration sequence on Sept. 18, Ig77, Voyaqer I took pictures of the

Ea reh-Hoon system.

Under normal conditions, after the first BO days of the mission,

all communications, both S-Band and X-Band, have been via the high-gain

antenna. X-Band is turned ofF, however, and the S-Band transmitter and

receiver are switched to the low-gain antenna during periodic science

maneuvers and trajectory correction maneuvers.
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The S-Band downlink is always on, operating at high power during
spacecraft maneuvers or during the crutse phase only when the 26 m antenna
Deep Space Network stattons are tracking and ,it low power whenever X-Band is
on. At Saturn, both S-Band and X-Band transmitters _11 be at low power when
_ros and tape recorOer are on slmultaneously.

2.2.1 Commandl,lg the Spacecraft

Ground commands are used to put Into operation selected flight

sequences or to cope wlth unexpected events. Commands are issued in either a

predetermined, t _ed sequence vla on-board program control or directly as

received from the ground. Most commands are issued by the spacecraft's CCS in

its ,'ole as "sequencer-of-events" and by the Flight Data Subsystem as

controller of the science instruments because the time delays associated with
the extreme distances for command signals to reach the spacecraft eliminate

the usual "real-time" control procedures.

A11 communications between spacecraft and Earth are in digital

form. Command slgnals, transmitted at 16 blts per second to the spacecraft,

are detected in the Command Detector Unit and routed to the Computer Command

Subsystem for further routing to their proper destination. Ground commands

to the spacecraft fall Into two major cateqorles: discrete commands, and
coded commands.

A discrete command causes a stnqle action on the spacecraft. For
oxample, DC-2D switches the S-Band amplifier to high power; DC-;_DR, switches
the S-Band amplifier to low power; DC-2E, S-Band radiates from hlgh-gain
antenna; DC-2ER, S-Band transmits from the low qatn antenna. Coded commands
are the transfer of digital data from the Computer Command Subsystem or
dtrectly from the ground via the Computer Command Subsystem to user
subsystems. Subsystems receiving coded commands are F]lght Data, Attitude and
Articulation Control, Modulation/Demodulation, Data Storage and Power.

Ground commands back up a11 crltical spacecraft functions that, in

a standard mission, are initiated automatlcally by on-board logic. Command

modulation will be off during science maneuvers and trajectory correction

maneuvers unless a spacecraft energency arises.

2.2.2 Downli nk Telemetry

Data telemetered from the spacecraft consists of engineering and

science measurements prepared for transmission by the FDS, Telemetry
Modulation Unit and Data Storage Subsystem. The encoded information wi 11

indicate voltages, pressures, temperatures, television pictures and otter

values measured by the spacecraft telemetry sensors and science instrur_.nts.

Two telemetry channels, low rate and high rate, are provided for

the transmission of spacecraft data. The low rate channel functions only at

S-Band at a single 40 bps data rate and contains real time enqineering data

exclusively. It is on only during planetary encounters when the high rate
channel is operatir,q at X-Band.
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The high-rate channel is on throughout the mission and operates at
either S-Band or X-Band and contains the follc_ving types of data:

(I) Engineering only at 40 bps or 1,200 bps transmitted at S-Band
only. The higher data rate usually occurs only during launch

and trajectory correction maneuvers.

(2) Real-time cruise science and engineering at 2,560, 1,280, 640,

320, 160, and 80 bps transmitted at S-Band only. 4(_, 20 and ICI

bps may be used for post-Saturn operations.

(3) Real-time encounter general science and engineering at 7.2

kilobits per second (kbps). A special i15.2 kbps rate

(available at Jupiter for the planetary radio astronomy anC

plasma wave instruments) was transmitted at X-Band only.

(4) Real-time encounter general science, engineering, and
television at 115.2, 89.6, 67.2, 44.8, 29.86, and 19.2 kbps

transmitted at X-Band only.

(5) Real-time encounter general science and engineering, plus tape
recorder playback, at 67.2 and 44.8 kbps and 2g.F_6 kbps

transmitted at X-Band only.

(6) Recorded data playback only at 21.6 an_ 7.2 kbps transmitted at
X-Band only.

(7) Memory data stored in the three on-board computers, CCS, FDS,
and AACS, are read out and played back at 40 or 1,200 hps, and

transmitted at either S-Band or X-Band (treated as enqineerinq

data).

The many data rates for eaci" type of telemetered information are

required by the changing length of the telecommunications link to Earth and

possible adverse effects of Earth weather upon reception of X-Band radio

signals. The S-Band cruise science primary telemetry rate is 2,56C) bps.
Lesser rates result in reduced instrument samp!inq and will he used only when

the telecommunications !ink cannot support the higher rate.

In order to a11ow real-time t-ansmission of video infonnation at

each encounter, the FDS can handle the imaging data at six downlink rates from

115.2 to 19.2 kbps. The 115.2 kbps rate represents the standard full-frame

readout (at 48 seconds per frame) of the TV vidicon. Under normal conditions,
that rate was used at Jupiter. Full-frame, full-resolution TV from Saturn can

be obtained by increasing the frame readout time to 144 seconds (3:1 slow

scan) and transmitting the data at 44.8 kbps. A number of other slow scan and

frame-edit options are available to match the capability of the
telecommunications link.
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2.2.3 Tracking the Spacecraft
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Very precise navigation is required to achieve the desired maneuver

and flyby accuracies for a multi-pl_',et/satelllte encounter mission.

To provide Doppler tracking data, the S-Band signal transmitted

from Earth is received at the spacecraft, changed in frequency by a known

ratio and retransmitted to Earth. It is possible to precisely determine the

transmitted downlink frequency while measuring the Doppler-shifted received

signal, thereby measuring spacecraft velocity. This is called coherent

two-way tracking.

One-way tracking is achieved when no uplink signal is received and

the downlink carrier frequency is provided by an on-board oscillator.

Noncoherent two-way tracking occurs when uplink and downlink carriers are

operating independently.

When both S-Band and X-Band transmitters are on, X-Band frequency

will always be eleven-thirds the S-Band frequency regardless of the frequency

source - spacecraft rec=.iver, Ultra-Stable Oscillator or S-Band exciter
auxiliary o_cillator.

Distance or range to the spacecraft is measured in the coherent

two-way configuration by transmitting a digital code (ranging modulation) on

the uplink, turning this code around in the spacecraft and sending it back to

the ground. By measuring the total elapsed time between transmitting and

receiving the code at the ground station, and knowing such factors as the

speed of light, turnaround delay, and the relative velocity of the spacecraft

with respect to the tracking station, it is possible to determine spacecraft

range.

Dual-frequency ranging with both S-Band and X-_and ranging on is

conducted during planetary phases of the mission and during the cruise phases

when the Deep Space Network's 64 m (210 ft.) antennas are tracking Special

three-way dual-frequency ranging cycles will be conducted while two or more

ground stations on two continents are tracking the spacecraft.

A11 ranging modulation is turned off during science maneuvers,
trajectory correction maneuvers and planetary occultations.

2.3 POWER SUBSYSTEM

The Voyager power subsystem supplies all electrical power to the

spacecraft by generating, converting, conditioning and switching the power.

The power source for the mission module is an array of three

Radioisotope Thermoelectric Generators (RTG). The propulsion module, active

only during the brief injection phase of the mission, used a separate battery

power source.

The RTG units, mounted in _andem on the deployab_.e boom and

connected in parallel, convert to electricity the heat released by the
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isotopic decay of Plutonium 238. Each isotope heat source has a capacity of
2,400 watts thermal with a resultant maximum power output of 160 watts at the
beginning of the mission. There is a gradual decrease in power output with
time. The minimum total power available from the three RTGs on each Voyager
ranges from about 450 watts within a few hours after launch to about 430 watts
after the spacecraft passes Saturn.

Spacecraft power requirements from launch to post-Saturn operation

are characterized by this general power timeline; launch and post-launch, 235

to 265 watts; interplaneta_ cruise, 32n to 365 watts; Jupiter encounter, 384

to 4Ol watts, Saturn encounter, 377 to 382 watts; and post-Saturn, less than

365 watts.

Telemetry measurements have been selected to provide the necessary

information for power manaqement by qround command, if needed.

Power from the RTG's is held at a constant 30 volts DC by a shunt

regulator. Th_ 30 volts are supplied directly to some spacecraft equipment
and are switched to others in the power distribution subassembly. The main

power inverter also is supplied the 30 volts DC for conversion to 2.4 kHz

square wave AC used by some spacecraft subsystems. Again, the AC power may be

supplied directly to equipment or can be switched on or off hy power relays.

Command-actuated relays control the distribution of power in the

spacecraft. Some relays function as simple on-off switches and others

transfer power from one module to another within a subsystem.

Among the users of DC power, in addition to the inverter, are the

radio subsystem, gyros, propulsion isolation valves, some science instruments,

most temperature control heaters and the motors that deployed the planetary

radio astronomy antennas. Other elements of the spacecraft use the AC power.

There are two identical 2.4 kHz power inverters - main and standby.

The main inverter is on from launch and remains on throughout the mission. In

case of malfunction or failure in the main inverter, the power chain, after a

1.5-second delay, is switched automatically to the standby inverter. Once the

switchover is made, it is irreversible.

A 4.8 kHz s,,nc and timing signal from the FDS is used as a

frequency reference in the inverter. The frequency is divided hy two, and the

_utput is 2.4 kHz. The AC regulator is accurate to .004 percent. The 4.8 kHz

tlmi_g signal is sent, in turn, to the CCS, which contains the spacecraft's

mastic clock.

Because of the long mission lifetlme; charge capacitor

energy-storage banks are used instead of batteries to supply the short-term

extra power demanJed by instantaneous overloads that would cause the main DC

power voltaqe to dip below acceptable limits. A typical heavy transient

overload occurs at turn-on of a radio power amplifier.

Ful I output of the RTrJs, a constant power source, must be used or

dissipated in some way to prevent overheating of the generator units and DC
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voltage rising above the allowed maximum. That is controlled by a shunt
regulator that consumes excess RTG output power above that reauired to operate
the spacecraft. The excess power ts dissipated as heat in resistors in the
shunt radiator mounted outside the spacecraft and radiated into space.

2.4 COMPUTER COMMAND SUBSYSTEM

The heart of the on-board control system is the CCS, which

includes two independent memories, each with a capacity of 4,096 data words,

Half of each memory stores reusable fixed routines that do not change during
the mission. The second half is programmable by updates from the qround.

Mc.t commands to other spacecraft subsystems are issued from the

CCS memory, which, at any _ .en time, is loaded with the seqtw_nces anpropriate
to the mission phase. The CCS also can decode commands from the ground and

pass them alonq to other spacecraft subsystems.

Under control of an accurate on-board clock, the CCS counts hours,
minutes or seconds umtil some preprogrammed interval has elapsed and then
b;anchc __ into subroutines stored in memory that result in commands to other
subsystems. A sequencing event can be a single command or a routine that
includes many commands (e.g., manipulating the tape recorder during a playback
sequence).

The CCS can issue commands from one of its two & .s or from
both in parallel or tandem. An example of CCS dual control is the execution

of Trajectory Correction Maneuvers. Trajectory Ccrrection Mant thrusters

are started with a tandem command (both processors must send c( stent

commands to a single output unit) and stopped with a parallel command (either

processor working through different output units can stop the burn).

The Computer Command S'Jbsystem can survive any single, internal

fault; each functional unit has a duplicate elsewhere in the subsystem.

2.5 PROPULSION SUBSYSTEM

The pr®ulsion subsystem consists of a large solid-propellant
rocket motor for final Earth-to-Jupiter trajectory velocity increment and a
hydrazine blowdown system that f.Jels 16 thrusters on the mssio_ eodule.

The single _y_Ir_i_e f_lw_) sle!y is :_r-,_.,__ ,_-r,. a ";-:r '_
in.) diameter _ric_l tita_i,m 1_, _-_ ""sw :_ _e'-_
pressurization _S by a "e_-'-''_ -ut._e- "'_ee--. % "_drq. :ce-_,-r •



helium pressure will decrease to a minimum of ahout 130 psi.

The 16 thrusters on the mission module _.ach deliver 0.9 N (0.2

lb.) thrust. Four are used to execute trajectory correction maneuvers; the

others, in two redundant six-thruster branches, are used to stabilize the

spacecraft about its three axes. Only one branch of attitude control

thrusters is needed at any time.

2.6 ATTITUDE AND ARTICULATION CONTROL SUBSYSTEM

The AACS includes an on-board computer called HYPACE (Hybrid

Programmable Attitude Control Electronics), redundant sun sensors, redundant

Canopus star trackers, three two-axis gyros, and scan actuators for

positioning the science platform.

The HYPACE contains two redundant 4,096-word plated-wire ,_eme,ries,

part of which are fixed and part programmable, plus redundant processors and

input/output driver circuits. For a nominal mission, the memories will be

changed only to modify predetermined control instructions.

2.6.1 Celestial Reference Control

The Sun sensors, which look through a slot in the High-Gain Antenna

dish, are electro-optical devices that send attitude position error signals to

HYPACE, which in turn, signals the appropriate attitude control thrusters to

fire and turn the spacecraft In the proper direction. Sun lock stabilizes the

spacecraft about two axes (pitch and yaw).

The star Canopus, one of the brightest in the galaxy, is usually

the second celestial reference for three-axis stabilization. Two Canopus

trackers are mounted so that their lines of siqht are parallel. Only one is

in use at any one time.

The star tracker, through HYPACE logic, causes the thruster to roll

the spacecraft about the already-fixed Earth or Sun-pointed roll axis until

the tracker is locked on Canopus. Brightness of the tracker's target star is

telemetered to the ground to verify that the correct star has been acquired.

One of tt.e Canopus star trackers on Voyager I exhibited degraded

performance l_inning in April, 19_0. Extensive ground and flight testing has

led to both a hiqh-confidence failure _del as well as complete
c_;acterizat_oe of the Caaepus star tracker's deg. r_led perforl_nce.
kc._,-_i_17, it is OIie_ed to co_ti_ usiMJ this unit rather than switch to



Three axis stabtlJzatton with celestial reference is the nomal
attitude control mode for cruise phases between planets.

2.6.2 Inertial Reference Control

The spacecraft can be stablllzed about one axis (roll) or all three

axes with the AACS Inertlal Reference Unlt conslstlng of three gyros.

Appropriate tnerttal reference modes are used whenever the
spacecraft ts not tn Sun/_tar celestial lock. Such situations include:
malntalnlng Inertlal reference from Centaur separatlon untll Inltlal celestial

acqulsltlon is achieved; purposely turning the spacecraft off Sun/star lock to

do required trajectory correctlons or sclence Instrument mapping or

callbratlons; provldlng a reference when the Sun Is occulted; _nd provlding a

reference when concern exists that the Canopus or Sun sensor wlll detect stray

reflected ltght _ntenstty from unwanted sources such as planets, rings, or
satellites.

Each gyro has associated electronics to provtde posttton
tnfomatton about two orthogonal axes (Gyro A: pitch and yaw; Gyro B: roll
and pitch; Gyro C: yaw and roll). Nomal|y, two gyros are on for any
tnerttal mode. The gyros have two selectable rates: htgh rate for the
propulsion module injection phase; and the other for mission module cruise and
trajectory correction and science maneuvers.

2.6.3 TraJectory Correction Maneuvers

The Voyager traJectorles are planned around nlne Trajectory

Correctlon Maneuvers for each spacecraft between launch and Saturn encounter.

Misslon requirements call for extremely accurate maneuvers to reach the

desired almlng zones at Juplter, Saturn and the target satellites. Tot?1

velocity Increment capab111ty for each spacecraft is about 190 meters per

second (mps).

Trajectory Correction Maneuver sequencing is under control of the

CCS, which sends the required turn angles to the AACS for positioning the

spacecraft at the correct orientation in space and, at the proper ti_e, sends
commands to the AACS to start and stop the Trajectory Correction Maneuver

burn. Attitude control is maintained by pulse-off sequencing of the

Trajectory Correction Maneuver engines and pulse-on sequencing of two
attitude-control roll thrusters. Position and rate signals are obtained from

the gyros. After the burn, reacquisltlon of the cruise celestial references

is accomplished by unwinding the commanded turnt - repeating the turn sequence

in reverse order. All Trajectory CorrectionManeuvers are enabled by ground
command.

2.6.4 Science Platfom (Articulation Control)

Voyager's two television cameras, ultraviolet spectrometer,
DNotopolariI_ter, infrared spectr_ter, and radiometer are mounted on the

S'-_ D1atforJ tt_t can be rotated about two axes for precise pointing at



Jupiter, Saturn and their moons during the planetary phases of the flight.
The platfom Is located at the end of the science boom. Total gtmballed
weight ts 102.5 kg (226 lb.).

Controlled by the AACS, the scan platform allows multiple pointing

directions of the instruments. Driver c!r_uits for scan actuators, one for

each axis, are located in the AACS. The platform's two axes of rotation are

described as azimuth angle motion about an axis displaced 7 degrees from the

spacecraft roll axis (perpendicular to the science boom centerllne) and

elevation angle motion about an axis perpendicular to the azimuth axis and

rotating with the azimuth axis. Angular range is 360 degrees in az!m_Jth and

210 degrees in elevatlon.

The platform Is slewed one axls at a time with selectable slew

rates in response to CCS commands to the AACS. Slew rates are: 0.083 degr_.es
per second; and a special Ultraviolet Spectrometer low rate: 0.0052 deqrees
per second. Camera line-of-sight ts controlled to within 2.5 milliradians.

2.7 TE)Ii, ERATURE CONTROL

Both the top and bottom of the Mission Module's basic decagon
structure are enclosed with aultt-layer thermal blankets to prevent the rapid
loss of heat to space. The blankets are sandwiches of aluJtntzed Nylar,
sheets of Teflon for mtcrmeterotd protection and outer black Kapton covers
that are electrically conductive to prevent the accumulation of electrostatic
charges.

Also extensively blanketed are the instruments on the scan
platfom. Smller blankets and thermal wrap cover eight electronics bays,
boom and body-mounted instruments, cabltng, propellant ltnes and structural
struts. Only a few exterior elements of the spacecraft are not clad in the
black film - the High-Gain Antenna reflector, plasma sensnrs, sun sensors and
antenna feed cones.

Temperature control of four of the 10 electronlcs compartments is

provided by thermostatically controlled louver assemblies that provide an

internal operating range near room temperature. The louvers are rotated open

by bimetallic springs when large amounts of heat are dissipated. These bays

contain the power-condltioning equipment and the radio power _mplifiers.

Mini-louvers are located on the scan platfom, cosmic ray instrument and Sun

s_nsors.

Radioisotope heating units are located In the maqnetometer sensors

and the Sun sensors. No radioisotope heating units are used near instruments

that detect charged particles. E]ectrlc heaters are located throughout the

spacecraft to provide additlonal heat during portions of the mlssion. _lany of

the heaters are turned off when their respective valves, instruments or

subassemblies are on and dissipating pover.



2.8 AUTONOMOUS OPERATIONS

Three of the engineering subsystems are programmble and provide
on-board control of most spacecraft functions. The Computer Command Subsystem
(CCS) acts as the central executive, processes commands, and controls
spacecraft sequencing. The Fltght Data Subsystem (FDS) controls the science
instnuments and processes all engineering telemetry and science data. The
Attitude and Articulation Control Subsystem (AACS) controls spacecraft
attitude and scan platfom pointing. Each computer is redundant, and each
computer contains two redundant memories, each with 4,096 words, in the CCS
and AACS, and 3,192 words in the FDS.

Fault protection software is contained in both the CCS and AACS,

wlth the CCS serving as the spacecraft executive. Table A-la lists the CCS

routines and thelr slzes. CCS fau't routines are Initlated by external

Int_.r_pts, followed by preprogrammed responses. All routines were used for

both Voyager I and 2 and were resldent In both CCS memorles. Table _-Ib lists
the AACS routlnes and their slzes. AACS fault routlnes are executed

per1_Ically and compare current perfomance Indlcators against preprogrammd

values. Correctlve actlon Is Inltlated when an unfavorable c_arlson occurs.
Figure AI-S shows the AA_ software flow and processlng Intervals.

Both Voyagers successfully completed the Jupiter and Saturn
encounters and are conducting extended .dsstons. On-board software routtnes
have generally performed as designed. Fltght experience has indicated that
adequate modellng and test of fltght envtroments ts crtttcal to successful
fau!t routine performance and that parameter levels used to trtgger fault
routtnes should not be set too tight to avoid unnecessary fault management
acttons.
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Table A-la. Voyager CCS Fault Protection Routines

Rout I ne Number of CCS Words
i

CCS Error

AACS Power Code Processing

Command Los s
IRIS Power

Power Check

Radio Frequency Loss

Direct Memory Load

Turn Support

230
339
101
20

167
93
67
68

of One CCS Memor_

5.6

B.3

2.5

.5

4.1

2.3

1.6

1.7

TOTAL 1085 26.5¢

Table A-lb. Voyager AACS Fault Protection Routines

Routlne

Gyro Fault Protection
Thruster Failure
Power Supply Monitor
Plated Wl re Refresh

Processor Test Control

CCS Command Interpreter

Celestial Senso;" Logic

Power Code Processor
Catastrophe Handler
Miscellaneous Other Functions

TOTAL

Number of M_JS WOrds s or one

165 4.0
95 2.4
22 0.6
27 0.6
19 0.4
35 0.8

135 3.2
64 1.6
32 0.8

200 4 .A

70,4 19.4_
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Figure Al-5. Voyager A_CS Software Fault Monitor and Correction Algorithms
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DESCRIPTION OF AN AUTONOICOUSFUNCTION

SECTION 1

FUNCTION _JCE: LOSS OF ATTITUDE REFERENCES AND REACQUISITION

SECTION 2

FUNCTIONAL _ESCRIPT_ON

An autonomous spacecraft ts assumed to use celestial references to
establlsh and mtntatn attitude control. Loss of such references should
result tn the spacecraft Initiating sequences necessary for reference

recovery.

An attitude control subsystem (ACS) uses stgnals provtded by
sensors to detemlne the presence of celestial references and to provtde an
esttMate of the change tn spacecraft posttton relat|ve to these references. A
notton of reference loss then may be deftned In term of these sensor

stgnals.

2.1 FUNCTIONAL BLOCK DIAGRAIG

Ftgure BI-1 ts a block dtagrm showlng tnputs and outputs.
Ftgure B1-2 ts a detatled depiction of an ACS, as described tn Paragraph 3.2.

SECTION 3

GENERAL REQUIREMENTS

3.1 RISSION REQUIREMENTS

The autonomous spacecraft shall be capable of successfully
perfomtng the mlssfon function for an extended period of time wtthout ground
support at a specified level of conflfct. Specifically:

(1) The spacecraft shall operate without perfo,mance degradation
for up to 60 days from the last Initialization update.

(2) The spacecraft shall operate for up to 6 ,onths from the last
_ntttaltzatJon update, wtthtn acceptable performance
degt'adatton 11mtts, for mtsston-prtorittzed functions as
deftned by each mtsston.
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3.2 SPACECRAFT REQUIREMENTS

The following generalized model of a spacecraft is used as
reference for the algorithm given below in Section 5. Such a model should

meet the 60 day/6 month requirement specified in Paragraph 3.1.

Assume a spacecraft with 3-axis active control. In general, two

celestial references must be obtained in order to maintain spacecraft control.

These references may be selected from sun, earth or star. Once such a

reference is acquired, fine sensors will, in genera], provide two axes of

control. The spacer, aft is assumed to be equipped with fine sensors, v,ich

provide such two-axis control using each of two celestial references.

Two independent and functionally redundant control schemes may be
developed using two distinct celestial references. If these references are

der_ted by A and B, then one scheme uses fine sensors For A to contro_ two
axes and a fine sensor for B to control the third axis. The other scheme uses

fine sensors for B to control two axes and a fine sensor for A to control the

third axis. Each such control scheme will be referred to as a 'reference

scheme'. The spacecraft is assumed to have two reference schemes.

In such a reference scheme, one celestial reference can be used to

control two axes. This reference will be denoted as '2XR'. The remaining

celestial reference in the scheme will be denoted, by analoqy, as 'IXR'.

The spacecraft Is ass ._ed to be equipped wlth acquis'tlon sensors,

each sensing the presence of a celestlal reference. A fine sensor provides

rate and position information for a given axis. The spacecraft may have

redundant acquisition sensors and electronics, but must be essumed equipped

with redundant fine sensors and electronics for each axis in a pair concrolled

by a celestial reference.

The spacecraft is assumed to have a system for controlling rates
about each axis, a system independent of the celestial references used in the

reference schemes. This system is referred to as the 'inertial rate control'

system. It must provide axial rate control sufficient to maintain the

acquisition of celestial reference.

The attitude control system (ACS) of this spacecraft must have the

ability to switch in and swap out redundant components, such as sensors,

electronics, and redundant processor/memory units. In addition, the ACS must

be able to configure to a redundant reference scheme and to selectively use
inertial rate control for any axis.

The axioms and definitions given above ,re presented in Tables
BI-I and BI-2.





1'-8

MICROCOPY RESOLUTION TEST CHART

NATIONAL BUREAU OF STANDARDS-I963-A



Table B1-1. Axtom for a 3-Axts Stable Spacecraft

.

2.

.

.

.

.

7.

TWO CELESTIAL REFERENCES ARE NEEDED FOR 3-AXIS CONTROL.

TWO FUNCTIONALLY REDUNDANT REFERENCE SCHEMES MAY BE DERIVED FROM THE
TWO CELESTIAL REFERENCES AND ARE AVAIl.ABLE FOR CONTROL.

ACQUISITION SENSORS AND ELECTRONICS ARE AVAILABLE TO SENSE THE
PRESENCE OF A CELESTIAL REFERENCE.

REDUNDANT FINE SENSORS AND ELECTRONICS ARE AVAILABLE TO CONTROL RATE
AND POSITION FOR EACH AXIS.

INERTIAL RATE CONTROL, INDEPENDENT OF THE TWO CELESTIAL REFERENCES,
IS AVAILABLE FOR EACH AXIS, SUFFICIENT TO CONTROL RATES WHILE
ACQUISITION OF CELESTIAL REFERENCE IS HAINTAINED.

THE ACS IS EQUIPPED WITH REDUNDANT PROCESSOR/NEIqORY UNITS.

THE ACS CONTROLS THE CONFIGURING TO REDUNDANT UNITS.

Table B1-2. Definitions

REFERENCE SCHEME:

2XR:

IXR:

CELESTIAL REFERENCE:

ACQUISITION SENSOR:

TWO CELESTIAL REFERENCES USED TO CONTROL 3 AXES
OF SPACECRAFT, ONE REFERENCE IS USED TO CONTROL
TWO AXES; THE OTHER TO CONTROL REMAINING AXIS.

A CELESTIAL REFERENCE IN A REFERENCE SCHEME USED
TO CONTROL TWO AXES.

A CELESTIAL REFERENCE IN A REFERENCE SCHEME USED
TO CONTROL ONE AXIS.

ONE SELECTED FROM SUN, EARTH OR STAR.

A SENSOR USED TO SENSE THE PRESENCE OF A
CELESTIAL REFERENCE.

B1-6



SECTION 4

SUBSYSTEM FUNCTIONAL OPERATIONS

D

D

The reference loss and reacqulsltlon algorithm is presented in four

parts: Inltlal acqulsltion, 2XR reacqulsltlon, IXR reacquisltlon and flne

sensor fault anal/sls. Each may be represented as a software -outlne

initlated and monitored by an executlve routine.

The executive routine would have the responsibility of scheduling
and timing each of the four routines, and could set the spacecraft In a mode
necessary for the initial acquisition of celestial references. When called,
the tnltial acquisition routine wtll either acqutne the two references or
return to the executive routine, having established a failure mode of
spacecraft operation.

Under the normal mode of spacecraft operation, defined as the state
tn which the spacecraft uses fine sensors of celestial reference for 3-axis
attttude control, the executive routine would periodically call the 2XR
reacqutsttion routine twtce, followed by the lXR reacqulsltton routine, as a
health check for the sensors. However, a more likely reason for calltng these
routines would be as a response to an attitude anoma]yo Typical]y, a control
law muld periodically be executed by the executive routine. Thts law would
use rate and est|maLcxJ nositton vectors to compute an update to the estimated
position of the spacecraft. A significantly anomalous difference between old
and new estimated position vectors or a rate vector tn magnitude exceeding
spacecraft specifications or pointing accuracy rvqu4rements would lead to an
analysts of and recovery fro_ the apparent fault in attitude control. The
executive routtne, Nhlch detemtnes that this fault has occurred, would call
the 2XR, then lXR reacqutsttton routtnes as a part of _ts reaction to thts
fault.

The 2XR reacqulsitlon routlne recovers 2-axls attitude control.
reacts to prob]ems In either acquisition or fine sensors by swltching to

redundant units or, falling to correct the problem this way, establishlng a

fal]ure mode of spacecraft operatlon. The correction procedure may involve

initiating a call of the Inltial acquisltion routlne, if a complete loss of
reference has occurred.

It

A less drastic recovery procedure may involve a call to the IXR
reacquisttlon routln_, after 2-axts control has been established.

These operations of the 2XR neacqutsitton routine are all designed
to take precedence over other operations of the attitude control subsystem.
In contrast to this, the operation of switching to redundant units
incorporates a scheduling of the ftne sensor routine, which operates in a
mode dictated by the priorities established in the executive routine. Hence,
the fine sensor routine may be executed in concert wtth other ACS operations.

The 1_ reacqulsltion routine recovers control of the third axis in

a reference scheme. Its processing, though much the same as that of the 2XR

reacqulsltlon routlne, Is recognlzed as being less urgent, since 2-axis

control Is assumed established. Hence, this processing Is carrled out in an

B1-7
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*open |oop' fashton wtth the executive routine acttng as a monitor. The
processing of the lXR reacqulsttton routine tncludes acquisition of 1XR, ftne
sensor fault Isolation, management of redundant components and tn the worst
case, establishing a fatlure mode of spacecraft operation. If aftne sensor
has been detemlned to be responsible for the attttude problem, the ftne
sensor routtne ts scheduled.

The flne sensor routine compares a presumed fault? _dnsor wlth the

redundant flne sensor, s_tch_ in for contro]. A fau]ty flne sensor Is

restricted frm_ agaln belng used as a fine sensor for contro]. However, If

the fau]t In the flne sensor Is _re]y a translent, then thls fau]ty sensor Is

slmp|y turned off and returned to the _o1 of sensors which can be used for
contro].

4.1 FAILURE MODES

In the above paragraph certatn fatlure modes have been Indicated as
temlnal states of three of the four routines. These modes represent the best
chance for spacecraft attttud_ control tn the face of persistent faults.
These modes may be 11sted tn order of seriousness as folloms:

1 axts degrade
2/3 axis degrade
1 reference failure
2 reference fatlure

A definition for each of these modes ts presented In Table B1-3. The
degrade modes represent Inert|a] rate contro] constrained by the requirement
of maintaining the acquisition of ce|esttal reference. The reference fat1ure
modes are the result of fau]ts tn reference acquisition, k_enever a choice
has to be made, the fat]ure mode that best maintains the acquisition of the
Lwo ce;est_al ref_.rences ts estab]tshed. This is a prevailing theme
throughout each of the routines, whtcn comprise tfl. loss of refe._ence and
reacqutsttton a] gortthm.

4.2 REDUNDANCY MANAGEMENT

Three of the four routines mentioned In paragraph 4.0 l_rfom some
sort of _Itchlng to redundant unlts In the face of sensor fau]ts. Thls

s_tchlng _nera]|y takes place In the fol]c_m'Ingorder:

senso rs
electronics
reference schemes
sensors
e]ectrontcs

processor/memory units

B1-8
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213

Table B1-3. Definition of Fatlure Modes

AXIS DEGRADE MODE: BOTH CELESTIAL REFERENCES ARE ACOUIRED.
FINE SENSORS CONTROL POSITION AND RATES ABOUT TWO SPACECRAFT
AXES. THE INERTIAL RATE CONTROL IS USED TO CONTROL RATES
ABOUT THE THIRD AXIS.

AXIS DEGREE MODE: BOTH CELESTIAL REFERENCES ARE ACQUIRED BUT
FINE SENSORS CONTROL POSITION AND RATE FOR AT MOST ONE AXIS.

THE INERTIAL RATE CONTROL IS USED TO CONTROL RATES ABOUT THE

RBAINI_ AXES.

REFERENCE FAILLE MODE: ONE CELESTIAL REFERENCE IS ACQUIRED,
THE OTHER IS NOT. INERTIAL RATE CONTROL IS USED TO CONTROL

RATES ABOUT ALL AXES.

REFERENCE FAILLE MODE: NO CELESTIAL REFERENCE IS ACQUIRED.
THE _ACECR_ IS POINTI_ IN S_E UNDETERMINED DIRECTION AND

RATE _UT EA_ _IS IS CONTROLLED BY THE INERTIAL RATE

CONTROL.

Once a processor swap has been ordered, memory of past switching to redundant
components has been lost. Hence the above sequence would begin again unttl
some set of sensor, e]octrontcs, reference scheme and processor/memory yields
a set which corrects the problem. A number of chotces of such sets ts
available, depending on the level of redundancy per ttem. (in the diagram of
an ACS given tn Figure B1-2, 16 choices are possible.)

In some cases a sequence of switching to r._lundant components is
inhibited, if such a switch poses a problem in maintaining reference
acquisition. Thts ts particularly true in the case of fine sensor fault
Isolation logtc, when a switch tn circuitry may lead to correction of a fine
sensor problem, but jeopardize the state of the acquisition sensors. In
general, a switch from electronics numbered as two to electronics numbered as
one t s prevented.

4.3 RINCTIOffi¢ DATA FLOW DIAGRAM

The functional data Flow diagram for the loss of reference and
reacqulsttion algorithm ts presented tn Figure B1-3.

BI-9
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SECTION 5

SUBSYSTEM FUNCTIONAL REQUIREMENTS

5.1 [ NPUTS

Each of the routfnes, whtch canpr;s_ the loss of reference and
reacqutsttlon routtne, respond to sensor readtngs by taktng certatn logtc
paths, The executive routtne calls thts r_.,ttne as a result of a perceived
attitude anomaly, an tnttlal sequence of operation, or a general subsystem
health check,

5.2 PROCESSING

The following Is a top-level descr4ptlon of the routtnes presented
in Ftgures B1..4, B1-5, B1-6, and B1-7, whtch comprise the loss-of-reference
and reacqutsttton algorltll,. A prectse description of the process or dectston
blocks has been omitted, given the constraint of the generality of the model
to which these algorithms are meant to apply. In add|t]on to the remarks
91ven below, a narrative ts presented tn the ftgures.

5.2.1 Inttfal Acquisition

After Inertial rate control Is established for each axis, further
process|ng of this routine Is delayed until the spacecraft ts ready to search
for the two celestial references. One of the two reference schemes ts
nom]nally used for tnttta] acquisition. The search for the 2XR Is timed wtth
a software timer, which ts set at launch. However, future use of this routine
(see 2XR reacqutsttton) may require an on-board computation of the optimal
ttmlng of celestial reference acquisition. The acquIstt]on Itself Involves a
search sequence followed by a check of the acquisition sensor. It ts the
non-null output of this sensor which detemtnes the presence of the 2XA
reference. (Correspondingly, the null output of this acqu]sftfon sensor
defines celestial reference loss.)

The acquisition of 2XR leads to the use of fine sensors for the
control of two axes. The search for lXR my then proceed tn a fashion similar
to the search for 2XR, although the search sequence will be contingent upon
the need to preserve 2XR acquisition. After lXR Is acquired the normal mode
of spacecraft operations may be established and thts routine ends vlth a
return to the executive routine.

If 2XR ts acquired during the allotted ttme but lXR is not, the
sensors and circuitmj are checked. A chart, _hich contains information
concerning powered state, 'tn use' state, fault state and scheme/axis use for
each sensor, may be kept on board to track sensor usage and provide

BI-ll
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+
SETTIMER
FOR 2XR
ACQUISITION

II°'11CONTINUE
SEARCH
FOR 2XR

1
J2XR_ YES

DECkEMIEN1
2XR
ACQUISITION
TIMER

NO

PREPARE SPACECRAFT FOR ACQUISITION.

THRUSTERS, SENSORS, HEATERS AND
COMPUTER ON AND FUNCTIONING.

WHEN APPROPRIATE e DOWNLINK
TELEMETRY TURNED ON

SOFTWARE TIMER PRESET FOR LAUNCH.
IT MAY BE PERIODICALLY UPDATED

DURING MISSION, OR GENERATED BASED
ON NAVIGATION COMPUTATION OF
EPHEMERIS

INITIALLY ONLY A DELAY AND SET TAKE

PLACE, THIS TO PREVENT TRANSIENT
ANOMALIES FROM TRIGGERING A FULL

SEARCH. SUBSEQUENTLY A SEARCH

SEQUENCE OF TURNS IS INITIATED AND
EXECUTED.

THE ACQUISITION SENSOR DETERMINES

THE PRESENCE OF CELESTIAL
REFERENCE

DECREASE THE TIMER BASED ON THE

SEARCH SEQUENCE JUST EXECUTED

HAS THE SOFTWARE TIMER EXPIRED?

Ftgure B1-4. Intttal Acquisition (Sheet 1 of 4)
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Ftgure B1-4. Intttal Acquisition (Sheet 2 of 4)
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ACTIVATE J

2XR FINE
SENSORSFOR
CONTROL

I

TUNE OUT J

INERTIAL
RATECONTROL
FOR 2 AXES

+
Sift TIMER J
FOR IXR
ACQUISITION

CONTINUE SEARCH

OR 1XR

•

J DECREMENT JIXR TIMER

Ftgure B1-4.

SET AXIAL FINE SENSORS FOR
CONTROL. WAIT FOR TRANSIENTS
TO DIE OUT BEFORE SWITCH OFF
OF INERTIAL RATE CONTROL AND
SWITCHING IN FINE SENSORS
FOR CONTROL

SOFTWARE TIMER SET EITHER BY
A PRELAUNCH TIMING OF
A SEARCH PATTERN OR BY
NAVIGATION COMPUTING
OF EPHEMERIS

INITIALLY WAIT, THEN
PERFOI_A A SERIESOF
PREPLANNED TURNS

READ THE IXR ACQUISITION
SENSOR TO DETERMINE THE
PRESENCE OF CELESTIAL
REFERENCE

DECREASE THE TIMER BASED
ON THE SEARCH SEQUENCE
JUST EXECUTED

HAS THE SOFTWARE TIMER
EXPIRED?

]ntttal Acquisition (Sheet 3 of 4)

BI-14



°%

YES

SET I I

REFERENCE
FAILURE

MODE

$
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ACQ. MAINTAINED

USE SENSOR CHART TO
CHECK FOR PAST
SWITCHING OF SENSORS

DEGRADE USING INERTIAL
RATE CONTROL TO CONTROL
RATES ABOUT THE THIRD
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ACQUISITION OF ONE
REFERENCEAND CONTROL
OF TWO AXES

!
ACTIVATE

iXR FINE

SENSORS I
CONTROL j

TUNE OUT 1INERTIAL

RATE CONTROL !

FOR i AXIS J

$
Figure B1-4.

TURN OFF INERTIAL RATE
CONTROL WHEN AXIAL
CONTROL IS PERFORMED

BY FINE SENSORS,
WAIT FOR TRANSIENTS
TO DIE OUT

Intttal Acquisition (Sheet 4 of 4)
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FOR 2 AXIS

J CONTROL

Ftqure B1-S.

• THE ACQUiSITiON SENSOR DETERMINES
THE LOSS OF REFERENCE. CHECK FOR

POSSIBLE 'GLITCHES' IN THE SENSOR

USE SENSOR CHART TO DETERMINE IF

AN ALTERNATE SCHEME IS AVAILABLE

FOR THIS CONTROL

START THE ACQUISITION OF IXR

2XR Reacqutsttton Routtne (Sheet 1 of 6)
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TIMER
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ANOMALY THIS
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AVAILABLE

THIS

NO

CIRCUITRY
SWAPPED?

YES

iXR

ACQUISITION

SENSOR

NULL?

NO

FINE
SENSOR

CAN CONTROL
ONE AXIS?

Ftgure B1-5.

USE A SOFTWARE TIMER TO TIME THE

TRANSITION FROM CONTROL OF
ONE FINE SENSOR TO A REDUNDANT

SENSOR. A CALIBRATION MAY BE
NEEDED DURING THIS TIME.

READ FINE SENSOR. CHECK OUTPUT
SIGNAL WITHIN ACCEPTABLE LIMITS.

IF A PROBLEM, WAiT FOR TRANSIENT
'GLITCH' TO CLEAR.

CHECK SENSOR CHART FOR POSSIBLE

REDUNDANT SENSOR.

CIRCUITRY INTERNALLY NUMBERED.
SWITCH FROM ELECTRONICS 2 TO

ELECTRONICS I IS INHIBITED.

WiTH ACQUISITION SENSOR READING

'REFERENCE LOSS', TWO AXES
NOT CONTROLLED.

AT THIS POINT _D(R FINE SENSORS

CAN CONTROL AT MOST ONE

AXIS. CHECK SENSOR CHART
FOR POSSIBLE SWITCH IN

REFERENCE SCHEMES.

2XR Reacquisttton Routine (Sheet 2 of 6)
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TO REDUNDANT
FINE SENSOR

ENABLE
FINE SENSOR

FAULT ROUTINE

I
SET
TRANSIENT
TIMER

!! ilSENSOR CIRCUITRY

BUT MAINTAIN
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Figure B1-5.

SET FOR EXECUTIVE ROUTINE CALL OF
INITIAL ACQUISITION ROUTINE

TURN ON REDUNDANT FINE SENSOR AND
SET FOR USE IN CONTROL OF THIS AXIS

ENABLE EXECUTION BY EXECUTIVE ROUTINE
OF FAULT ANALYSIS ROUTINE

SET SOFTWARE TIMER TO TIME TRANSITION

FROM ONE FINE SENSOR TO REDUNDANT.
INHIBIT PERFORMANCE CHECK WHILE
TIMER IS ACTIVE

SWITCH FROM ELECTRONICS 2 TO
ECTRON ICS 1 INH IBITED

2XR Reacqutsttton Routine (Sheet 3 of 6)
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TURN ON
2 AXIS INERTIAL
RATECONTROL
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ACQUISITION

SETTIMER
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ill ilINITIATE OR
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CONTROL
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F| gure B1- 5.
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HAS THE SOFTWARE TIMER
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ZXR Reacquisitton Routine (Sheet 4 of 6)
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Ftgure B1-5.
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Routtne (Sheet S of 6)
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SET I
AXIS
DEGRADE
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READ SENSOR CHART AND
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TWO CELESTIAL

REFERENCES ARE
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TWO AXES HAVE FINE
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USE FINE
SENSC_S
FOR 3 AXIS
CONTROL
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CONTROL

Ftgure B1-5. 2XR Reacqutsttton Routtne
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IXR
ACQUHIF.D?

Ftgure B1-6.

!
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ROUTINE /

TIMER / IN PROGRESS

DECREASE TIMER BASED ON TIME SINCE

LAST SEARCH SEQUENCE INITIATED.
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lXR Reacqutsttton Routtne (Sheet 1 of 4)
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Figure B1-6.
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TO DETERMINE PRESENCE OF REFERENCE.
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SET SOFTWARE TIMER TO TIME THE

ACQUISITION SEQUENCE

INITIALLY DELAY TO PROTECT FURTHER
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ACQUISITION OF 2XR MAINTAINED

IXR Reacqutsttton Routtne (Sheet 2 of 4)
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CHECK SENSOR CHART FOR REDUNDANT
UNIT

WHEN AVAILABLE SET FOR SWITCH TO
REDUNDANT UNIT IN CONTROL OF
THIS AXIS

ENABLE EXECUTION BY EXECUTIVE
ROUTINE OF FAULT ANALYSIS
ROUTINE

Sift SOFTWARE TIMER TO TIME
TRANSITION FROM ONE FINE :gENSOR
TO REDUNDANT

lXR Reacqutsttton Routtne (Sheet 3 of 4)
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SCHEDULE SWAP --I
NO OF CIRCUITRY FOR J _ SWAP CIRCUITRY IF

FINE SENSORS OUT _ 5 )POSSIBLE, WHILE
MAINTAIN 2 AXIS I _ MAINTAINING
CONTROL _ ACQUISITION AND

2 AXIS CONTROL

II SET I AXIS J! /"_

MODE

U MODE, WHERE AXIS REFERENCE
IS MAINTAINED BUTI YES

I INERTIAL RATE CONTROL

_ SWITCH DAMPENS RATES ABOUT THE
REFERENCE THIRD AXIS
SCHEMES

J ' !
USE FINE SWITCH TO SET OF FINE
SENSORS FOR SENSORS FOR CONTROL OF
3 AXIS THREE AXES
CONTROL

I SET IXR | ONCE IXR ACQUIRED, EXITFINE SENSOR J WITH FINE SENSOR SET FORFOR CONTROL CONTRO_ING RATES ABOUT

| THE THIRD AXIS
tUNE OUT
INERTIAL
RATE CONTROL
THIS AXIS

Ftgure B1-G. IXR Reacquisitton Routine (Sheet 4 of 4)
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START

ROUTINE
ENABLED?

TRANSIIFNT
TlktlEIt

UP?

YES

INE SENSOR

SETTIMER
FOR TWO
FINE SENSOR
COMFARE

THIS SOFTWARE FLAG SET BY IXR AND
2XR REACQUI SIT ION ROUTINES WHEN

FAULTY FINE SENSOR ISOLATED

SOFTWARE TIMER TIMES TRANSIENT
EVENTS OF POWER ON AND CALIBRATION

OF REDUNDANT SENSOR AS NECESSARY

READ FINE SENSOR AND COMPARE

SIGNAL TO ACCEPTABLE LIMITS, WITH
CONTROL LAW PERFORMANCE FACTOR

SET A SOFTWARE TIMER TO TIME

A COMPARISON BETWEEN REDUNDANT

AND PRESUMED FAULTY FINE SENSOR .!

j _ FOR COMPARISON HALF OF TH;._E ROUTINE

Ftgure B1-7. Ftne Sensor Routtne (Sheet 1 of Z)
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P CONTROLLING
RATES?

YES

FINE
SENSORFAVORABLY

COMPARESTO
_IEDUNDANT

" NO

FINE
SENSORTIMER

EXPIRED?

YES

DeSABLE
SWITCH TO
FAULTY FINE
SENSOR

I
TURN OFF ALL
BUT REDUNDANT
FINE SENSOR
IN USE

CLEAR
COMPARE
TIMER

CLEAR fiNE
SENSORCOMPARE
T_E_ TURN
OFF ALL BUT
REDUNDANT SENSOR
FOR THIS AXIS

READ REDUNDANT FINE

___SENSOR AND CHECK SIGNALAGAINST LIMITS AND

CONTROL LAW PERFORMANCE

COMPARE REDUNDANT
SENSOR WITH FAULTY

)FINE SENSOR GIVEN

CRITERIA OF CALIBRATION
AND TOLERANCES

CHECK FINE SENSOR TIMER

AND DECREASE TIMER

USED ON LAST CALL TO

THIS ROUTINE

SET FLAG ON SENSOR CHART

AND TURN OFF FAULTY
sENsoR

F|gure B1-7. Ftne Sensor Routtne (Sheet 2 of 2)

B1-27



information for decisions such as sensor swapping. A s_tch to redundant
c|rcuttry may be Inhibited here, If a prevtous circuitry swap was made. If a]]
sensor and circuitry swaps have been exhausted, the one-reference fat]ure mode
ts estab]tshed. Thts mode ]eaves the tnertla] rate control tn control of
rates about the thtrd axis.

If the 2XR acquisition sequence times out, a more e]aborate
procedure of wapptn9 and reconflgurlng to redundant units ensues (see the
11st and remarks tn paragraph 4.2). On]y after a processor/memory swap has
fat]ed to c]ear the acquisition problem is the two reference failure mode
estab]tshed. This mode ]eaves the tnertia] rate control tn control of rates
about al 1 axes.

5.2.2 2XR Reacq,tsttton

The state of the acquisition sensors deftnes reference loss. If
the 2)Or acquisition sensor ts null, a check for a posstble sensor transient
an_aly ts made. If the sensor st111 reads null, a check of the state of the
1)Or acquisition sensor detePJtnes tf an tmmdlate change of reference scheme
trill return at least two axes of control. If the sensor chart lndlcetes that
such control cannot be established or tf both references are lost, the tnlttal
acquisition of references ts retnttteted. The executive routtne wtl1 set for
thts Interruption of other serv|ces.

If a swttch tn reference schemes Mll lead to immediate tvo-axts
control and the potential for three-axis control, then such a lo91c path ts
taken. It should be noted that the ])(It reecqutsttton routtne, whtch Is called
a part of thts 'change of reference' path, contains a potential swttch In
reference schemes. Hence, tf only one reference scheme provtdes norm1 male 3
axts control, thts schme _11 eventually be re-establtsbed after 2XR ts
lost.

If the 2XR acquisition sensor Indicates that thts celestial
reference ts maintained, then the ftne sensors for a gtven axis of control are
checked. A problm vlth such a sensor Is not presmmed sertous enough for an
Immediate I switch to a redundant untt. A delay tn further fault correction
procedures ts taken tn order to al]ow for both a transient 'gl|tch' and a
power on and ca]lbratlon of the redundant sensor. In addition, whtle the
transient ttmer (a software timer which causes the aforementioned delays) ts
active, certatn acttons may be taken to r_.bestab]tsh ftne sensor contro]. For
example, tf the ftne sensor were a star tracker, the transient timer may t|me
a fly back and sweep sequence.

Even tf lXR ts acqulr_l, the potential extsts for establishing a 1
or 2/3 ax|s degrade mode, tf a11 three axes cannot be contro]led wtth ftne
sensors. The least sortous fat]ure mode _11 be estab]tshed tn th|s event
(see paragraph 4.1).
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1_ a combination of sensor, circuitry and reference schemes can be
found to provtde three-axis control, such a combination will be found and the
normal mode of spacecraft operation re-established. Whenever a redundant
sensor ts scheduled for use, the ftne sensor fault analysis routtne ts enabled
and the transient timer ts set before a return to the executive routine.

5.2.3 lXR Reacqut sltton

The lXR reacqulsltton routine may be called etther by the 2XR
reacqulsltlon routlne or by the executlve routlne. The maln branches of leglc
in this r_tlne are dlvlded by the state of the I_ acqulsitlon sensor. The

loss of I_ as detemlned by thls sensor Inltlates a search sequence once a

delay Is executed to check for _sslble sensor 'glitches'.

Stnce two-axts control ts established, the search for lXR may be
made tn an open loop fashton. The executive routine may perfom other
servtces and my temtnate thts sequence, tf two-axis control ts tn jeopardy.
Thts open loop processing ts also apparent tn the manner in whtch sensors
and circuitry are swapped in case lXR Is not ecqutred by the search sequence.
The usual structure of preservation of 2XR acquisition appltes tn any such
smpptng sequence with the one-reference fatlure mode a poss4ble temtnal
mode, |f such swapptng fal]s to help recover lXR.

If lXR ts acquired, nomal three-axis control ts re-established.
Subsequent use of thts routine In the presence of lXR checks the performance
of the fine sensors for controlling the thtrd axts. The processing here
closely resembles slmtlar processing In the 2XR reacqutsttton routtne. In the
event of a fault wtth the ftne sensor, a combination of sensor, circuitry and
reference scheme providing three-axis nomal control w111 be found. Otherwise
the one-axts degrade mode w|11 be established as a fatlure mode tn case of a
persistent fault. The open loop processing mentioned previously agatn
becones apparent durtng much of the fault correction processteg.

After a faulty sensor has been tsolated and a redundant sensor
scheduled to replace tt, the ftne sensor fault analysts routtne ts schedule to
test the sensor. The ftne sensor check of the redundant sensor tn the lXR
reacqutsttton routtne Is t,htbtted until certatn transients have dted down as
timed by the transient ttmer. This routtne returns to the executive routtne
when the ftne sensor ts detemtned to be worktng properly.

5.2.4 Ftne Sensor Fault Analysis

This routine is enabled by the 2XR and lXR reacqutsttton routtnes
in the presence of a faulty fine sensor. The processing is Inhibited unttl
the transient ttmer ts exhausted. By that ttme the redundant fine sensor
brought tnto use should be controlling rates about the gtven axis and may
properly be used to compare agatnst the performance of the presumed faulty
fine sensor.
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A new timer is set for thts comparison. If the faulty sensor
compares favorably to the redundant sensor, tt ts perceived to be healthy and
the problem seen as only transient. The sensor ts turned off and made
available for future use.

If the comparison timer expires before the faulty sensor has
responded, thts sensor is turned off and flagged so as not to be used again
for control. Since the processing tn this routine is open loop, the executive
routine may be performing other services, including further fault isolation,
tf the redundant fine sensor fails to perfom properly. Eventually, a fine
sensor ts found to control axts rates and when this happens all faulty sensors
wtll be switched off. Of course, in the event of a failure mode, the fine
sensors _hlch were used for controlling the rates about a given axis will also
be switched off.

The flags set on the sensor chart are software flags, and as such
are processor specific. A swap of processors w!]l clear the memory of such
flags, thereby al]ovlng a]| fine sensors another chance at achieving control.
Under such ctrcumstaances, this Is ltke|y the proper course of action.

5.3 OUTPUTS

The outputs of the routtnes Nhtch comprise the reference loss and
reacqutsttlon algorithm consist of rate and posttton Information used for the
control law. As part of the internal processing and redundancy management of
these routines, certain flags are set and certain failure modes are
esteblt shed.
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SECTION 6

INTERFACE LIST/MATRIX

Table B1-4 11sts the external interfaces of the routines

comprising the reference loss and reacquisition algorithm.

SECTION 7

PERFORMANCE REQUIREMENTS

The Initlal acquisition routine should be scheduled for execution

shortly after launch. The 2XR and 1XR reacqulsition routines should be

periodically executed once the normal mode of spacecraft operation Is
establl shed.

SECTION 8

II'IPLDIE NTATION CONSIr)ERATIONS

8.i SOF'I'WARE/HkI_I_IARE

The routines which comprise the reference loss and reacquisttton
a]gortthm should reside in write protected memory of each processor/memory
unit.

8.2 FI NE SENSORS

The fine sensors for a given celestial reference may be configured

in a package much 11ke the (DSCS III) earth sensor. If so, then much of the

fine sensor fault analysis 1oglc in the 2XR and IXR routi,,es may be

distributed to the sensor subsystem. The fault analysts in that case may be
driven by a computer located tn that subsystem.

The fine sensor analysts in the reference loss and reacquisition
algorithm may, with this distributed processing, be confined to monitoring the
power on and off state of the sensors and to performing comparisons solely in
the case of two different sensor types controlling the same axis. An example
of this may be the case of DSCS III com;)artng the performance of a presumed
faulty pitch signal from the earth sensor against a simtlar stgnal from a sun
sensor.
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8.3 NAVIGATION

An on-board auto-navigation package may allow optimizing the
acquls!tlon tlmers used In 2kR and IXR reacqulsltlon routlnes. The search

sequences then employed would reflect the addltlonal knowledge of spacecraft

posltlon avallable wlth such a package. Otherwlse the tlmer and search

sequence would have to be set before launch, much as the case of the initial

acqulsltlon sequence.

8.4 INERTIAL RATE CONTROL

An tnerttal rate control package may be a package of gyros which
control rates. Three gyros of the _SCS III type could suffice for the
purposes of the spacecraft assumptions gtven tn paragraph 3.2. A more
sophisticated package such as the Dry Inerttal Reference Untt (DRIRU) in
Voyager would of course sufftce for the spacecraft assumption and may also he
used for calibrating ftne sensors, as suggested durtnq the transition from one
ftne sensor used for control to another.

8.5 GROUND SUPPORT

If an auto-navigation package ts not provided, ground support may
be necessary to efficiently carry out a search for celestial references. In
addition, ground support would need to provtde lunar and solar oclfpse
predictions. If an auto-navigation package wtth appropriate knowledge of
]unar, solar and earth ephmertdes ts provided, the ground need only provide
support for recovery from failures. Such support may tnclude commanded restart
from failure modes and ground based fault analysts through telemetry.

The ground may also need to supply long-term spacecraft untt test
and analysts support. If the mtsston of the spacecraft extel.ds beyond the 6
months required as stated in Paragraph 3.1, a performance check and analysts
of the sensors, circuitry and computer would need to be made in order to
predict and plan for expected 'old-age' anomalies. In addition, a combination
of spacecraft modeltng and flight experience would be needed to time
acquisition sequences throughout mission life.

SECTION 9

VALIDATION REOUIREMENTS

Adequate testtng of the fault analysis systems must be provided
before launch of a spacecraft equipped as required (see Paragraph 3.2) and
with the reference loss and reacq,tsttton algorithm as presented above. Such
testtng must include: acquisition sequences, fine sensor fault scenarios, and
fai]ure mode analysis. This type of testing should also be done to the extent
possible during the misston.

BI-34



A ground-based rode1 of the spacecraft should be provtded to
adequately check detatls of ground fault analysts, commended search sequencing
and, of course, any modifications to the onboard software. Such a model
should be available throughout the Implementation stage before launch and used
to troubleshoot problems whtch may arise durtng thts pertod. The model
should contatn the bestc sensor and computer hardware on-board the spacecraft
and be computer-driven to the extent posstble to realistically stmulate all
mt sston phases.

SECTION 10

MISSIONMODELS

The following spacecraft are provJded as models Illustrating the
Ideas presented above.

10.1 VOYAGER

The reference loss and reacqutsttton algerttlm ms modeled on and
generalized from the Voyager spacecraft and the programs of attttude control
on-boa_ |n the Voyager Attttude and Articulation Control Subsystem (AACS).
For Voyager, the celestial references are the Sun and Canopus. A reference
scheme on Voyager used the Sun as 2_ and the sun sensors for control of pitch
and yaw axes. The DRIRU provtded tnerttal rate control and calibration of
sensors as discussed In paragraph 8.4 above.

If Voyager had been equtpped wtth a star tracker whtch vould
provtde two axes of control, the analogy vould be c_lete. In such an event,
the other reference scheme could Incorporate 2XR as Canepus, ustng the star
tracker to contrel roll and yaw (vrlth the star tracker perhaps mounted aloeg
the pttch axts) and 1_ as the Sun ustn9 the sun sensors to control pttch.
Continuing wtth the analogy, the one-reference fatlure mode Is the roll
tnerttal mode. The all-axis-Inertial mode represents the two-reference
fatlure mode. The 1-axts degrade mode would be a mode commanded from the
ground, to nmtntatn Sun or Canepus potntlog tn the event of a fatlure In
etther the star trackers or one of the sun sensor assemblies. It ts unltkely
that the 2/3 axis degrade mode could be anyth|og but the all-axis-Inertial
mode, given the spacecraft configuration.

As monttoned earller, the transient ttmer represents the t|me
necessary to perfom flyback and sweeps wtth the star-tracker. The 2XR search
pattern ts the 4 steradtan search for the Sun. The 1_ acqutstt|on sequence
tnvolves ustng the roll tnertlal mode to do a roll search for Canepus, once
t he Sun ts acqut red.

The lXR and 2_ reacqutsttton routines were patterned on the
celestial sensor logic and Canepus star tracker (CST) logtc routtnes on board
i n the Voyager AACS.

B1-35



Ftgure BI-8 should be cmpared to Ftgures B1-1 and B1-2 as a
potnt of contrast and reference of the Voyager system versus that of the
generalized spacecraft model described tn Paragraph 3.2.

10.2 OSCS III

The OSCS III spacecraft |s equipped wlth two reference schemes.
The Sun and the Earth represent the two celestial references. One scheme uses
the Earth as 2XR wtth the earth sensor controlling the pttch and roll axes
whtle the Sun ts lXR and the roll sun sensors are used to control the yaw
axts. Another schom uses the Sun as 2)Or wtth the pitch and roll sun sensors
controlling pttch and y_w axes dhtle the Earth ts lXR and the earth sensor
controls the roll taxis.

Beyond thts potnt the analogy ends_ stnce DSCS III ts not equtpped
wtth an tnerttal rate control system as described tn Paragraph 3.2. Ttp-off
rates are currently controlled by the sun sensors vdth wtde deadbands for
thruster ftrtng. Ground control supports all acqutstttom phases. In
addition, the suggested, redundancy nonagement capabtllr_y ts mtsstng tn the
canputer on-board OSC:_ Ill. Ground control performs all sensor fault
analysts as well as redundancy nonagement.

10.3 EARTH ORBITER

An earth orbtttn9 spacecraft, vlllch uses the Sun as a power source,
provtdes a different potnt of vlev as regards the hierarchy of fatlure modes
presented tn Sectten 4.1. If the Sun Is used as one of the celestial
references, preserving this reference nov mean establishing a mere sertous
fatlure mxle, wlhtch notntatns Sun acquisition, tn preference to a less sertous
node. Even a l_o-reference fatlure mode may be a preferred failure node of
operation tn the presence of both acquisition and ftne Sun sensor failures.
In such a ctrcumtance, the ass_ptton of Sun power means that a crude sense
of Sun presence my be dertved from the power subsystem alone vta the power
output by that subsystem. Such a system my provide vtrtual two-axts control,
tf properly monitored, by uslng wtde deadbands for thruster firtng to mtntatn
attttude around a power sptke.

Of course, tf the spacecraft ts equtpped wtth an Radioisotope
Themal Generator (RTG) system such a method of control w!th the power output
t s not possible. Otherwise, an RTG system for power has no effect on control
of the spacecraft as described tn Sectton 5.

10.4 SPINNERS

A sptn stabilized spacecraft provtdes a rather different setttng
for attttude control. Generally, such a craft needs only one set of sensors,
senstng one celestial reference, to mtntatn control of two axes. If these
sensors are mounted on the sptn platfom of the spacecraft, the output rate of
these sensors provides, tn addition, a measure of the sptn rate of the
pl atfom.
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@ksa result, a spin stabilized spacecraft requires a much simpler
reference loss and reacqulsttton algorithm. The acquisition of 2XR my
proceed as indicated in the initial acquisition and 2XR reacqutsttton routines
of Section 5. However, IXR acquisition may merely mean timing the 2XR sensors
to provide rate tnfomatton for the spin platform. Hence, a 1XR ra.acqulstion
may never be needed except as part of a 2XR reacqutsttion procedure.

In addition, with sensors mounted on the spin platform, such a
spacecraft |tkely can use only one celestial reference. Hence, a notion of a
redundant reference scheme is not possible.

SECTION II

MI SCELLANEOUS

This paragraph is devoted to a few thoughts about the algorithms
and model presented tn the preceding paragraphs.

The notions of celestial reference and reference scheme are

developed tn a fashion supporting several generalized alternatives. A
generalization of celestial reference may be a refererce derived from a stgnal
generated by another satellite. This could be a particularly effective
reference for an earth orbiter, if a Global Positioning Satellite (GPS) system
were available. A pair of reference schemes may be independent to the extent
that only one ceiesttal reference ts needed for 3-axts control. DSCS Ill has
a version of this with its a11-axts Sun control. Axtal control need not be
directly dependent on fine celestial sensors. OSCS llI infers yaw control
from the roll sun sensors.

Fatlure modes need not be the temtnal states of the spacecraft
modes of operation. In several scenarios a fai)ure mode was established in
preference to a swap of processor circuitry. This was not the case in Voyager,
where mission requirements demanded that an attempt be made to obtain full
3-axts control. Such a closed loop approach at fault correction, with the
inherent ,nosstbtltty of endless sequences of swapping circuitry and processors
in response to an unp)anned fault, was avoided in this algorithm for reasons
of simplicity and circumstance. It is anticipated that this model and

algorithm could be used for an earth orbiter, where downllnk transmission and

ground recovery are possible, if the spacecraft maintains some form of

attitude control and positioning.

It is also conceivable that a restart capability will be placed
on-board. Hence, tn the case of the establishment of a fatlure mode, an
intttal acquisition sequence may be attempted periodically on the theory that
'glitches' through the circuitry may have caused the problems leading to the
estab|tshment of a failure mode. This would particularly he the case if
radiation effects lead to a two-reference failure mode. In addition, a
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one-reference or one-axts degrade mode my have been established because a
circuitry swap ms Inhibited. Payload considerations may have been a cause.
Hence, another try at three-axis control my be attempted at times of presumed
low usage of payload functions.

Oetatls of the processing durtng the acttve transient timer were
not gtven tn the algorithm as described tn Sectton 5. Such a routine
encompasses processing whtch would necessarily be sensor specific, f)etatled
descriptions of the actual sensors were avotded as much as poss|ble However,
tt should be mentioned that tn such a transient ttmer routine a declston to
s_tch from one ftne sensor to another must be made. In addition, certatn
actions should be taken, such as f3yback and sweep for a star tracker. These
actions fall under the category of validating the fault of a given ftne
sensor. Also, before a redundant ftne sensor can be switched tn for control
use, a calibration of the sensor must take place. Such a calibration may
involve measurements agatnst gyros, or a sertes of tests _th output compared
to past or Idealized sensor performance criteria. The ttmtng and logtcal
interplay of these processes, Mthtn certatn potnttng and mission-specific
constraints for attitude control, seem best sutted for a mtsston application.
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DESCRIPTIONOFAUTONIOqO_ FUNCTION

SECTION 1

FUNCTION NAME: POKIER LOAD FAULT MANAGEMENT

SECTION 2

FUNCTIONAL DESCRIPTION

The load fault management routine provtdes a means for the
spacecraft (S/C) to automatically detect and recover from a fatlure tn an
electrical load on the Fever subsystm. A spacecraft load fatlure trill be
assmed by thts routtne whenever • particular load Impedance moves outstde of
a predetemtned range for the devtce betng monitored.

2.1 Ftgure B2-1 shows the functional block dtagrm for a stn91e load.

SECTION 3

GENERAL REQUIREMENTS

3.1 MISSION REQUIREMENTS

3.1.1 Pay1 oad Support

The spacecraft shall be maintained tn a state such that tt ts
capable of providing support to the payload functions. No single point
fatlure mode of any eloment, Including software, shall cause the loss of
support to the payload function.

3.2 SPACECRAFT REQUIREMENFS

3.2.1 Prlmary Power

The spacecraft prtmary power bus shall be maintained in a state
such that It is capable of providing power to the user load. No single point
failure mode of any component shall cause the loss of primary power.
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SECTION 4

SUBSYSTEM FUNCTIONAL DESCRIPTION

4.1 DRIVING REQUIREMENTS

4.1.1 Load Fault Mon!tor1_

The power subsystem shall requtre spacecraft load impedance
monitoring to detemtne load fault conditions. Currently, S/C loads are
fuse-protected, mostly umonttored, and not under dtrect power control. Fuses
have only one-shot capability and are unreliable at best. Infomatton as to
the condition of the load (go or no go) ts derivable only through telemetry
data, from whtch tt ts sometimes difficult to ascertain a load's status.

In order to alleviate the above problems, a Load Fault Hanagement
(LFM) system ts required. The block dtagrems of Ftgure B2-2 show a
comparison between the functions of a general fiult detection system and a
bastc LFM system.

4.2 PURPOSE

4.2.1 Destgn Parameters

The LFH system shell be destgned to 1) increase power system
reliability, 2) reduce or eliminate the dependence on fuses, 3) matntatn
up-to-date Impedance values of all loads, 4) provtde tmmedta*.e load
replacoment upon fatlure of a prtmary devtce, S) make Intelligent end
autonomous decisions regardtn9 power management, 6) provtde capability of
keeptng degraded loeds on ltne.

4.3 DESCRIPTION

4.3.1 Inputs and Outputs

The I/O would constst primarily of inputs for the load mnttortng
circuttr,j, concepts for the control circuitry, and hi-directional lines for
communications to the Spacecraft Central Computer. See Figure B2-3.

4.3.2 Monltorlng System

Computer measurements are made of load voltages and currents from
which impedances are computed. If any load impedance moves out of a
pnedetemlned range, corrective actton ts taken.
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One voltage sensor must be used for each of n voltage outputs from
the power supply. See Ftgure B2-4. In addition, _ second voltage sensor
shoud be used on each voltage output for redundancy and fault verification.

Loads are dlvlded Into two groups: crltlcal and non-crltlcal. For

example, a crltlcal load _ght be the ACS computer whlle a non-critlcal load

might be a heater. Each of the crltIcal loads has a current sensor on its

input. The non-crltlcal ]oads are grouped into one or more blocks with one

current sensor at the input to _ach block. Efficlent and inexpensive

redundancy can be obtalned by p]acing a flna] current sensor on each voltage
output of the power supply.

4.3.3 Correctlon System

When the monltorlng system detects a failed device, the devlce's ID
is passed to the Correctlon R_tlne. The Correctlon Routlne then fo]]ows

predetemlned Instructlons and removes the faulty load, applles a backup,

changes operating parameters, etc., depending on the device and mlsslon
r_ul rements.

As In the monltorlng system, crltlcal loads are separated from
non-crltlca] loads. See Figure B2-5,

If the fallure occurs In any load, the correctlve measures

mlght be to I) remove the load, 2) app]y the back-up, 3) record re]ay
s_tchlngs, and 4) set or clear necessary flags. Also, the most recent

Iml)edance of the fa13ed load Is recorded. Such Infomatlon my be useful If

the l)a_-up device fails, In which case the orlglna] unlt may be brought back

on llne If Its characterlstlcs are better than those of the backup.

4.3.4 Load Fault Management Algorithm

4.3.4.1 Declslon Polnts. See Figure B2-6, Flowchart 1: Compare

impedance (Zj) with limits. During the design of the loads, the deslgner will

ca1_late values for maximum and mlnlmum peml,_slble impedances for each load.

These values _11 be entered into a data base as Zjmax and Zimin and

constitute the "limits" referred to In this decision point. -The limits may be

altered to suit, for exa,nple, a partlcular power management profile or results

of test data. 1"re changes may never be a11owed to exceed the Zjmax or fall
below Zj_ n of the s_clflc devices.

See Ftgure B2-7, Flowchart 2: Any Z-flags set: one bit is
checked to see if any impedances are out of limits.

Compare Z with 1imlts: the same as In Flowchart I.

All Z complete: This is merely a way of preventing an endless
loop in the event of an accidental entry tr_to the branch, and is the
same as in Flowchart 1.
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ENTRY

/MEASUREALL &/
VOLTAGE (Vi)

CURRENT (Ij)

COMPUTE &RECORD

IMPEDANCE (Zj)

J

_OUT OF

|WITHIN SET ERROR

j = j + 1 LIMITS FLAG FOR zj

NO

J

Figure B2-S. Flow Chart I: Load Monitor
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I

NEXT LC)AO CALCULATEMEASUREVezJ*l
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WITHIN

INCREMENT
ACC IDtENTAL

ENTRY COUNT

REMOVE LOAD

POINT TO
RESPONSE
CMDS

i
EXECUTE

RESPONSE

t
RESETZ-FLAG

Ftgure BZ-7. Flow Chart 2: Load Fatlure Isolation and Response
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4.3.4.2 Ttm__._. The computer that handles the Load Fault Hanagement would
probably be an Interrupt-driven system _th Interrupts every 10 ms. Depending
on the stze of the tasks, the lOm may be altered.

_11e the routlnes must be In the order shown In Figure R2-2,

other routlnes and fu_ctlons _II probably be Inc]uded In the functlonal
blocks.

If there ts not enough time tn one cycle to accomplish all of the
required tasks and tf the cycle ttme has already been stretched to its
maximum, the designer may choose to operate the separate routines in different
cycles. The necessity of doing thts ts rather unlikely, though the option
dGes ext st.
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DESCRIPTION OF M JIUTONOROUSFUNCTION

SECTION 1

FUNCTIO_ M: POKIER PROCESSOR FAULT MANAGEMENT

SECTION 2

FUNCTIONAL DESCRIPT ION

The power processor fault management routtne provtdes the
capability for a spacecraft to automatically detect and recover from a
fatlure tn a power processor. Fat]ure wtl] be detected as a chanqe in
efficiency of a power processor outside a predetenmtned range. Thts routine
wtll then tsolate the filled untt and rep]ace tt functionally wtth a
redundant umtt. Power processors tncluded DC-I)C converters, DC-AC tnverters,
battery chargers and sertes reguldtors.

2.1 FUNCTIONAL BLOCK DIAGRkq

The fumcttonal block dtmjrem for a stngle power processor Is shown
t n Ftgure B3-|.

SECTION 3

GENERAL REOUIRE]qlEKTS

3.1 MISSION REOUIREIIENTS

3.1.1 Pay1 oad Support

The spacecraft shall be maintained In a state such that It is
capable of provtdtncj support to the payload functions. No stnqle potnt
fatlure mode of any element shall cause the loss of support to the payload
function.

3.2 SPACECRAFT REOUIREHENTS

3.2.1 Power Processtmj Functions

The spacecraft power processing functions shall be maintained tn a
state such that they are capable of providing a11 of the processed power
requirements to the spacecraft and payload throughout the mtsston. No stngle
point fatlure mode of any power system element shall cause the loss of prtmary
power.
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SECTION 4

SUBSYSTEM FUNCTIONAL DESCRIPTION

4.1 DRIVING REQUIREMENTS

Efflclency calculatlons are requlred to be performed on each actlve

power processor to detect degradatlon or fallure. Several methods are

currently used to Isolate a falled power processor. These methods include

fuslng, relay dlsconnect based on out-of-tolerance output voltage, and

har_'re loglc dlsconnect of the mr bus (non-essentlal power bus) which

feeds several loads Includlng the falled processor.

Not only are fuses one-shot devtces but they are ordinarily
selected wtth a rattng much htgher (> 2 ttmes) than the maxtmum anticipated
current. Thts means that only a severe overload w111 cause a quick disconnect
of the fatled unlL. Hardwtre logtc disconnect of a fatled processor does not
provtde flexibility, I.e., battery charger output voltage vartes over a wtde
range durtng normml operation. Disconnecting a multi-load power bus due to a
stngle load failure usually requtres extensive ground segment analysis to
tsolate the fault and Implement recovery actton.

The Power Processing Fault Management system eliminates the above
problems and provtdes the trlexthtltty to accmmodate planned or unplanned
mtsslon eperatton changes.

4.2 PURPOSE

Power Processing Fault Management System shall be destgned to
1) tncrease power system reliability, 2) eltm4nate the one-shot feature of
fuses, 3) matntatn up-to-date efficiency values on all power processors, 4)
provtde Immediate replacement of fatled prlmary processors, 5) provide the
capability for mtntatntng a degraded processsor on-ltne.

4.3 DESCR[ PT ION

4.3.1 Input s/Output _

The tnputs to the Power Processing Fault Management System tnclude
voltage and current measurements of the tnput and output of the power
processor, updates on stored efficiency l tmtts from the spacecraft central
computer and processor on/off status. The outputs tnclude updates on the
processor efficiency, control stgnals to the processor switching relays and
primary/redundant processsor status.

B3-4
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4.3.2 Monitoring Function

As shown tn Figure B3-2, Flowchart 1, the power processor input
and output voltages and currents are monitored on a periodic basis. The
efficiency of the power processor is computed and compared to a stored limit
value. If the calculated value is outside the stored limit value, recovery
action is initiated.

There are three key requirements for the monitoring function; I) it

must not respond to normal transients, 2) sampling and computations must be

performed with sufficient frequency that recovery can be accomplished before

disrupting other spacecraft functions, 3) the recovery routine should include
a fault veriflcation sequence.

4.3.3 Recovery Function

When the monitoring function detects a failed processor, the
recovery function perfoms a sequence of instructions to either verify the
fault, or detect a fat]ed transducer.

If the processor fatlure ts verified, power is switched from the
failed untt to the redundant processor. If a transducer failure ts detected,
the appropriate flag ts set and communicated to the spacecraft central
computer.

4.3.4 Power Processor Fault Management Algorithm

4.3.4.1 Decision Points. Input and output power parameters are sampled on
each power processor. The efficiency of each one is computed and compared to
its corresponding limit values. If the efficiency is within limits, the
computed value is used to update a designated memory location for access by
the spacecraft central computer. If the efficiency is not within limits, the
computed value is stored in a fault value location with a time tag, to provide
an audit trail. The load fault management routine is then implemented to
insure that a faulted load is not causing an erroneous efficiency
computation.

If the efficiency remains out of limits with no load faults, the

recovery function is initiated, as shown in Figure B3-3 (Flowchart 2).
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Figure B3-2. Flow Chart I: Power Processor Monitoring Function
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The four parameters (Vi, li, Vo, Io) used to compute efficiency are

sequentially compared to limit values to verify a fault condition. The most

important fault parameter, in terns of the effect cn the other spacecraft

f_ictions, is tne power processor input current. This parameter is tested

first. An out-of-limlt result is verified by testing a redundant or related
current measurement. If the out-of-llmit condition is verified, a redundant

power processor is switched in. If the _,nput current is within limits, the

input voltage parameter is tested, primarily to detect a failed transducer,

since it would be improbable that the input current would remain within limits

and the input vo|tage out of limits. Verification of an out-of-limit input

voltage is performed on a redundant or related transducer, and if true causes

a switch to the redundant processor. If no out-of-limit condition has been

detected and verified, the sequence continues in a similar manner for the

output voltage and current parameters. If the output current is within
limits, the monitoring function is repeated to determine if the initial

out-of-tolerance efficiency indication was due to a transient condition. If

the same results are obtained (no verified _t-of-limit condition), it is

assumed that one of the transducers has failed and a designated flag is set

and communicated to the spaoecraft centra] computer.

4.3.4.2 Timing. Based on uti]izlng an interrupt driven microcomputer
system (II]HS_milar to the successfu] Automated Power System Manaqement
(APSM) breadboards no timing problems are anticipated. In addition most power
systems provide sufficient energy storage, i.e., batteries and capacitors, to
support a fault condition for at ]east several seconds.

SECTION S

SUBSYSTEM FUNCTIOt_AL REQUIREMENTS

5.1 INPUTS

Power processors input and output currents and voltages, on/off
status indicators, updated limit values.

5.2 PROCESSING

Computation of efficiencies and comparison of stored data.

5.3 OUTPUTS

Commands to processor switching relays.

results to the spacecraft central computer.

Status and computational

B3-8
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SECTION 6

INTERFACE LIST MATRIX

TBD

SECTION 7

PERFORMANCE REQUIREMENTS

TBD

SECTION 8

IMPLEMENTATION CONSIDERATIONS

The Power Processor Fault Management approach described herein

assumes a processor with a single output. Additional analysis is required to

develop an algorithm to perform the same function on a multiple output

processor, but without the complexity of performing an analysis on each

output. Implementation of an audit trail, and its configuration, will be

dependent on the specific mission requirements.

8.1 SOFTWARE

Power Processor Fault Management is a software routine executed on

a repetitive basis by a microcomputer.

8.2 HARDWARE

All control circuitry and primary sensing circuits are normally

contained within the power system. Secondary sensors, necessary to previde

verification data, may be located in other subsystB s.

The decision to incorporate a dedicated microcomputer in the power

system is considered spacecraft specific. Tradeoffs are necessary which

include factors such as quantlty and timing of computation and control

functions, number of added interfaces (wiring, connectors) required to provide

power system data to a multi-use computer and the capability of a multi-use

computer to perform with two Or more independent fault status inputs.

8.3 ESTIMATED RESOURCES

Resource requirements for this task are spacecraft specific for the

power system electrical configuration, i.e., quantity of redundant power

processors. Ground support manpower for performance monitoring, failure
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analysis and response determination would be reduced by implementation of this
function.

SECTION 9

VALIDATION REQUIREMENTS

9.1 ANALYS IS REQUIREMENTS

TBD

9.2 TEST REQUIREMENTS

T_
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DESCRIPTION OF AN AUTONOHOUS FUNCTION

SECTION 1

FUNCTION NAME: BATTERY CELL REPLACEMENT

SECTION 2

FUNCTIONAL DESCRIPTION

The Battery Cell Replacement routine provides the capability for

recoverlng the ful 1 use of a battery _Ich has been degraded by one or more

failed cells. Thls routlne addresses the problem of I to N cells (where N is

a number much less than the total number of cells In the battery) falllng as a
result of abnormal degradatlon or a random event.

2.1 FUNCTIONAL BLOCK DIAGRAM

The functional block dtagram ts shown tn Ftgure B4-1.

SECTION 3

GENERAL REQUIRENENTS

3.1 MISSION REQUIREMENTS

3.1.1 Pay1 oad Support

The spacecraft shall be maintained tn a state such that It ts
capable of providing support to the payload fumcttons. No stngle potnt
fatlure mode of any eloment shall cause the loss of support to the payload
function.

3.2 SPACECRAFT REQUIREHENTS

3.2.1 Storage Functlon

The spacecraft electrical energy storage functton shall be
maintained in a state such that sufficient energy storage ts available to
provide al1 planned spacecraft and payload requtroments _th a mtnimum
additional n_rgin of (TBD_). No stngle point fat1ure mode of any energy
storage eloment shall cause the loss of prtmary power.
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Figure B4-1. Battery Cell Replacement Functional Block Dtagram
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SECTION 4

SURS_TEM RJIICTIO_ f)ESCRIPTION

4.1 lYING REQUIRE]qE_S

Measurements of Indlvldual battery cell voltages are requlred to

Identlfy a speclflc falled cell. C_rrently the total battery voltage Is

monltored to detect abnomal _eratlon, and total battery redundancy Is

ImplementH to achleve the requlred rellab111ty of the energy storage
functlon.

The capab111ty of replaclng a few falled cells can therefore
provtde a significant mass savtng.

4.2 PURPOSE

Battery cell replacement shall be designed to 1) tncrease power
system tel|ability, 2) mtntmtze power system ross, 3) provtde tmedtate
replacment for (TBO) fatled cells.

4.3 DESCRI PTIOIN

4.3.1 Inputs/Outputs

The tnputs to the Battery Cell Replacment system (see Ftgure
B4-1) tnclude battery cell voltage measurements and battery state of charge.
The outputs tnclude fatlc_ cell bypass relay commnds, spare cell relay
commnds and status data to the spacecraft central computer.

4.3.2 Monitoring Functions

All battery cell voltages are monitored on apertodtc basis. If
the battery ts not tn a reconditioning cycle and the state of charge ts
above 501&, the cell voltages are compared to a predetemtned 11mtt value. The
Identification number of each cell whose voltage ts below the ltmtt ts stored
tn memory. If one or _ore fat|ed ceils are |denttfted, the recovery routtne
Is Inltlated.

Verification of cell fatlur_ ts also tncluded tn thts routtne.

4.3.3 Recovery Functton

If a fatled cell(s) ts verified, the recovery functton perfoms a
sequence of Instructions to etther replace the f_11ed cel| or remove the
falled cell and mdlfy Lt_ battery charger parameters to ®erate wlth the

lower cel I count battery.
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4.3.4 Battery Cell Replacement Algorithms

4.3.4.1 recision Points. As shown in Figure B4-2, Flowchart 1, each
cell voltage ts sampled and compared to a predetermined limtt. If all cell
voltages are within 11mlts, a status flag is set for access by the spacecraft

central computer. If one or more falled cells are identified, their

identification numbers are stored in memory for access by the recovery

routine. To verify a failed cell, the battery voltage is compared to a
computed 11mlt range.

_+Vllmlt" (Vcx N ) ÷_TPD(MV)

where Vc - voltage of a non-failed cell

Nc - number of cells In the battery

If the battery voltage ls wtthtn 11mlts the routine ts repeated to detemtne
tf there was a data error or a failed transducer. If the battery voltage ts
not wtthtn ltmtts the recovery function is initiated.

Referring to the Figure B4-3, Flowchart 2, tf no spare cells
are available, the fatled cell ts located from the stored identification data
and electrically disconnected from the battery. The fatled cell locatton in
the battery ts short circuited to maintain the electrical path. The battery
charger maximum voltage and voltage cutoff parameters must be modified for the
reduced battery voltage.

If a spare cell Is avallable, the falled cell is removed, its

1ocatlon shorted in the battery, and the spare cell switched in - in _-_ries

wlth the battery. The spare cell count Is updated and the recovery routine
repeated for additional failed cells.

4.3.4.2 Tlmlnii. There are no significant timing r_qulrements for this
function.

SECTION 5

SUBSYSTEM FUNCTIONAL REQUIREMENTS

5.1 INPUTS

Battery cells and total battery voltages.

5.2 PROCESSING

Comparisons to stored data and computations of battery voltage.
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Figure B4-3. Flow Chart 2: Battery Cell Replacement
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5.3 OUTPUTS

Commands to battery and spare cell relays.
results to spacecraft central computer.

Status and computation

SECTION 6

INTERFACE LIST/MATRIX

TI_

SECTION 7

PERFORMANCE REQUIREMENTS

TBO

SECTION 8

IMPLEMENTATION CONSIDERATIONS

The battery spare cell management approach described herein is

based on the successful demonstration of the concept on the Automated Power

System Management (APSM) breadboard. Application of this approach requires

tradeoffs to be performed to optimize the final design. For example: what

rare the reliability vs complexity tradeoffs for each of the following spares

configurations; individual cells, two - one quarter size packs, one-half size

battery?

8.1 SOFTWARE

Battery Cell Replacement is a software routine executed

periodically by a microcomputer.

8.2 HARDWARE

A11 battery cell switching relays would be included in the battery

housing to minimize line losses.

8.3 ESTIMATED RESOURCES

Resource requirements for this task must include the results of the

tradeoff referred to above in Paragraph 8.0.
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9.1

9.2

SECTION 9

VALIDATION REOUIREMENTS

ANALYSIS REQUIREMENTS

Tcadeoffs

TBO

TEST REQUIREMEN[S

TBD
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DESCRIPTION OF AN AUTONOMOUS FUNCTION

SECTION 1

FUNCTION NAME : MOIMAU

SECTION 2

FUNCTIONAL DESCRIPTION

The purpose of the Mars Orbit Insertion (MOI) maneuver power

transient routine is to provide a means to continue the Mars Orbit Insertion

maneuver sequence activity executed by the Computer Command Subsystem (CCS) in

the presence of a spacecraft (S/C) power transient or Attitude Control

Subsyste_ (ACS) Attitude Control Electronics (ACE) pownr changeover. The ACE

power changeover is an indication tha_ the prime ACE unit has detected a

failure and might not be able to control the S/C attitude.

2.1

outputs.

Figure CI-1 illustrates the MOIMAU inputs, processing and

SECTION 3

GENEt_?£ REQdIREMENTS

3.1 MISSION REOUIREMENTS

The basic requirement is to achieve Mars orbit. The criticality of

the MOI propulsive maneuver is such that all means available shall be used to

insure its proper execution.

3.2 SPACECRAFT REQUIREMENTS

In support of the basic mission requirement stated a_ove in

Paragraph 3.1, the following shall be implemented:

3.2.1 Health Verification

The ability to veri)y basic health of one half of the CCS to

perform ACS recovery and continue the MOI maneuver sequence.

3.2.2 AC. _einitialization

The aoility to rcinitialize ACS to a known state consistent with

the ongoing MOI maneuver.
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3.2.3 Switching Abll I ty

The ability to switch the standby redundant ACE online in the event

of an ACE power changeover.

3.2.4 MOI Restart Capability

The ability to restart the MOI maneuver at established points in

the sequence after entry into the ERROR routine (which terminates all sequence

activity).

3.2.5 Minimum Motor Burn

The ability to insure a minimum motor burn duration.

3.2.6 Pos t-MO I Delay

The ability to delay the post-MOI motor burn sequence activity

(unwind maneuver) until a 'no thrust' condition exists.

4.0 SUBSYSTEM FUNCTIONAL OPERATIONS

The MOIMAU routine is used only once to execute the spacecraft

propulsive maneuver sequence required for Mars Orbit Insertion. MOIMAU is

loaded into CCS memory at launch, used at orbit insertion and removed for

orbital operations. The maneuver sequence is loaded into CCS memory two
months prior to orbit insertion, expended and removed.

4.1 PARALLEL SEQUENCE OPERATION

The maneuver sequence is executeo by each half of the CCS in a

totally parallel manner to provide the maximum probability that the sequence
events wil I occur.

4.2 SEQUENCE ROLLBACK

Each ACS command of the maneuver sequence issued by CCS is

established as a rollback point to which the sequence can be restarted.

4.3 MINIMUM Y,OTOR BURN CHECK

This function operates to insure that a minimum S/CAV is achieved

either under primary control of the ACS accelerometer or as timed by the CCS
cIock.
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4.4. NO THRUST CHECK

Thls function operates to insure that the propulsive motor has shut

down before the remainder of the maneuver sequence continues to acquire proper
orientation and celestial references.

4.5 OTHER PROCESSOR HEALTH VERIFICATION

This function operates to insure that the healthiest CCS processor
will execute the ACS recovery and maneuver restart once the MOIMAU routine Is

entered due to a S/C power transient or ACE power changeover.

4.6 ACS RECOVERY

This function operates to relnltlallze the ACS to a known state

consistent _dth the ongoing maneuver activity and to switch tn the standby
block redundant ACE if the ACE power changeover has occurred.

4.7 MOI POWER FAIL RECOVERY

This process serves to restart the MOI sequence activity at the
last ACS command in the maneuver sequence which was established as the
roI 1_ck point.

4.8 FUNCTIOK_. DATA FLOW DIAGRAM

CI-3.
The functional data flow diagram is shown in Figures CI-2 and

SECTION 5

SUBSYSTEM FUNCTIONAL REQUIREMENTS

5.1 INPUTS

5.1.1 MO IMAJU Vla TARMEX

Calls to MOIMAU for the maneuver sequence vla TARMEX w111 start and

stop the CCS 'back-up' seconds clock, request the execution and establishment

of ACS commands as rollback points, and activate the minimum motor burn and
'no thrust' checks.

5.1.2 Inputs from ERROR

The INREAD portion of the ERROR routine fetches and makes available

to the MOIMAU routine the 'other processor healthy' message.
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5.1.3 Accelerometer Routine

The accelerometer routine (ACLPRC) makes available to tne MOIMAU
routine the 'accelerometer activity' and 'thrust present' indicators.

5.1.4 MOI Restart

A call to the MOIMAU routine from the ERROR routine (which could be

entered due to either a CCS hardware-sensed power transient or ACE power

changeover) recovers the ACS and restarts the HOl maneuver at the last

established rollback point.

5.1.5 CCS Inputs

The routine is also provided with a CCS hardware level input from

ACS to indicate a request for ACE power changeover. This is used to switch in
the redundant ACE.

5.2 PROCESSING

5.2.1 Initialization

The MOIMAU routine is entered several tiros during the execution of
the MOI maneuver. The first call (MOISEC) occurs before the first sequence
rollback point is established and serves to start the 'backup' seconds clock
{via TARMEX).

5.2.2 ACS Rollback

After the 'backup' seconds clock is started the maneuver execution

proceeds. For each ACS command to be issued in the maneuver sequence, the

MOIMAU routine is _ntered (MOICNT) to establish this point in the sequence as
a rollback point. The present sequeqce point (as generated by TARMEX) is

saved, the 'backup' seconds clock (which has been keeping time since the

last ACS rollback point), is reset, the ERROR routine call to MOIMAU is
enabled, and the ACS command is executed (via OUTDRV).

5.2.3 Minimum Motor Burn Check

This processing works with the accelerometer routine to control the

motor burn duration for a specified number of accelerometer pulses or

optionally until a minimum motor burn time, as determined by the CCS, occurs.
This portion of the MOIMAU routine (ACLCHK) is called once after motor bur,

start at a point in time which represents the desired minimum motor ourn time

as clocked by the CCS.

The 'acc_lerometer active' indicator provided by the accelerometer

routine (ACLPRC) is checked to see if an accelerometer controlled burn is

still in progress. If there is, the desired S/CAV has not been achieved and
the ACLPRC routine will terminate the motor burn when the desired number oi
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acceler_meter pt,lses are input to CCS from ACS. If the 'accelerometer active'
indicator shows that the desired S/C_W has been achieved or exceeded, the
motor burn ts stopped at this minimum burn ttme by executing commnds vta
OUTORV to close the propulsive engine valve and select roll tnertlal attitude.

5.2.4 No Thrust Check

Thls processing works wlth ACLPRC to check for the absence of

thrust after the motor burn stop has been commanded. This portion of the

MOIMAU routine (ACLCHK) Is called once from the maneuver sequence at a point

at least 5 seconds after the expected primary motor burn stop (ACLPRC

controlled) to a11ow the thrust sampllng portion of ACLPRC to clear the

'thrust present' indicator. ACLPRC samples for a change In the accelerometer

count every flve seconds. If thls processing indicates thrust has been absent

for at least three consecutive sampllng periods, then the maneuver sequence

proceeds to the next activity (unwind mneuver). If the processing
indicates that thrust has not been absent for at least three sampltng periods,
then the maneuver sequence ts held for another 15 seconds and the presence of
thrust ts checked again for three smpltng period=, etc,

5.2.5 Other Pro:essor Health Verification

Thts ts the first process performed upon entry from the ERROR
routine. The two halves of the CCS execute the other processor health
verification check tn a prlme/secondlry configuration. (Thts configuration ts
functionally stmtlar to the mister/slave configuration used tn the Voyager
TRNSUP routine to execute tandem caminds. Itowever, the Vlktng prime vs.
secondary processor designation ts detemlned by ftxed software indicators tn
each half of the CCS, whereas the Voyager mister vs. slave configuration ts
detemtned by the way the sequence Is translated on the ground before being
loaded into each half of the CCS.) Each CCS half sends a 'health question'
message to the other processor, tries to input the other processor's 'health
question' message and send a 'processor healthy' message to the other
processor. Only one processor, the one which ts sttll functioning and has a
faster clock, _11 actually be able to do this. If the prime processor ts able
to input the secondary processor's health question message and output a
'processor healthy' message back to the secondary processor tt continues on to
process the ACS recovery sequence (prtme and secondary processor healthy). If
the prime processor ts _ot able to input the secondary processor's 'health
question' message and output a 'processor healthy' message back to the
secondary processor tt checks to see tf the secondary processor has sent tts
'processor healthy' message.

If tt has, the prime processor temtnates all further acttvtty
(secondary healthy, primary less healthy). If the secondary procwssor has not
sent tts 'processor healthy' message, the prime processor continues on to
process the ACS recovery sequence (secondary dead). If the secondary
processor ts able to tnput the 'prime processor healthy' message, tt too may
be healthy. However, tt assumes the prime ts more healthy and temlnates all
further acttvtty (prime healthy, secondary less healthy). If the secondary
processor ts not able to input the 'prime processor healthy' message, the
secondary processor assumes the role of the prtmary and continues on to
process the ACS recovery sequence.
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5.2.6 ACS Recovery

The purpose of the ACS recovery sequence is to reinitialize the ACS

to a known state consistent with the ongoing maneuver activity. This is done

by modifying the recovery sequence out of the maneuver sequence as the

sequence activity progresses. The Table C1-I recovery sequence repeats a

total of 9 times, and then makes a check for ACE power changeover. If the ACE

power changeover is the reason for entering the routine, the standby block

redundant ACE is switched in using Table CI-2, and the ACE recovery sequence
again executes 9 times. After this, or if the ACE power changeover was not

the reason for entering the routine, MDI power fail recovery is performed.

5.2.7 MOI Power Fail Recovery

After the ACS has been restored and initialized, the back-up
seconds clock is restarted and a nominal value of five seconds is used to

account for the amount of time which would have been lost with a S/C power

transient. TARMEX control of the maneuver sequence is reinitiallzed with this

new time value, then TARMEX once again takes control of the sequence activity.

This is required because the TARMEX sequencing activity is terminated by the
ERROR routine before entry to the MOIMAU routine.

5.3 OUTPUTS

The MOIMAU routine shall output MOI sequence commands (established
as ACS rollback points) via OUTDRV.

The MOIMAU routine shall output ACS recovery command data of Tables
CI-1 and CI_2 via TARMEX and OUTDRV.

The MOIMAU routine shall output 'health question' message data to
the other processor via OUTDRV.

The IIOIMAU routine shall restart the MOI sequence at the
established restart point.

The MOI routine shall termlnate (via ERROR entry) an unhealthy
processor's restart processing.

SECTION 6

INTERFACE LIST

A listing of the external interfaces is shown in Table CI-3.

CI-10



Table CI-I. ACS Recovery Sequence

SEQUENCE AND DESCRIPTION OF COMMAND RESPONSE

I

2

3

4a

4b

6

7a

7b

8

9

PREAIM PITCH POSITION

PREAIM YAW POS ITION

PITCH AND YAW RATE INPUT-GYRO; THRUST VECTOR CONTROL(TVC)
GAIN HIGH; TVC ENABLE/INHIBIT; ROLL INERTIAL

PRIOR TO MOTOR BURI_ START

AFTER MOTOR BURN START

INERTIAL REFERENCE UNIT(IRU) I ON; IRU 2 OFF; IRU I ENABLE; IRU AUTO
CONTROL ENABLE

INERTIAL/RATE MODE; STOP ROLL TURN; STOP YAW TURN;
NEGATIVE TURN POLARITY AND SLCO ENABLE

PRIOR TO YAW TURN START

AFTER YAW TURN START

LAUNCH MODE DISABLE; CANOPUS TRACKER(CT) POWER ON; SUN GATE
BACKUP RESET;ASOC ENABLE

INITIALIZE CANOPUS TRACKER
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Table CI-2. ACE Power Changeover Sequence

I SEQUENCE AND DESCRIPTION OF

COMMAND RESPONSE
i

1 • ATTITUDE CONTROL ELECTRON ICS

(ACE)-2 SELECT

2. LOW GAIN ANTENNA

(LGA) SELECT
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SECTION7

PERFORMANCE REQUIREMENTS

No additional requirements.

SECTION 8

IMPLEMENTATION CONSIDERATIONS

8.1 GENERAL CONSIDERATIONS AND RATIONALE

The ERROR routine was designed to terminate any preprogrammed

sequence currently active. It was, however, given tne ability to optionally

activate the MOIMAU routine under the conQitions of S/C power transient or ACE

po;ver changeover. Therefore, for these failure modes which cause ERROR entry
but would not necessarily cause erroneous CCS outputs, the MOIMAU routine was

designed to select the most healthy CCS processor half to recover ACS, and
restart and complete the critical MOI maneuver sequence to achieve Mars orbit

insertion.

8.2

processo r.

REQUIRED RESOURCES

The MOIMAU routine required 121 memory words in each CCS

8.3 JPL EXPERIENCE

This routine worked in a non,inal fashion for MOI on both Viking

S/C. The routine was not entered by either of the two possible error
conditions.
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SECTION9

VALIDATIONAN_TESTREQUIREMENTS

Va}idation and test of the MOIMAUroutine shall be accomplished at
two levels: subsyste_ and system.

9.1 SUBSYSTEM VALIDATION AND TEST

At the subsyste_ level, verification of the coded routines' ability
_o satisfy the specified r_quire_ents shall be accomplished by simulation of

the execution of the routine on a test computer rather than the host computer.

Thls shall allow easy variation of the input calls and data to validate proper
operation of the routine.

As in any software system, individual routines or software modules
are designed to operate in conjunction with other software routines or

modules. Consequently, the MOIMAU routine shall utilize the following

routines during simulation testing at the subsystem level:

9.1.1 Timing Inputs

TRAPS, IMAC shall provide timing inputs to TARMEX so that it can

output the ACS recovery commmands via _JTDRV.

9.I? ACS Recovery Commands

OUTDRV shall process the ACS recovery c Jmmands from TARMEX.

9.1.3 Error Entry

ERROR shall provide the response error entry to MOIMAU.

9.1.4 MOI Sequence Entry

TARMEX shall provide MOI sequence entries to MOIMAU and sequence

restart response.

9.1.5

execotior.

MO IMAU Constraints

GLBCNT shall provide the fixed constraints used by MOIMAU duri_q



9.1.6

by MOIMAU.

Variable Memory

VARABLshall provide the variable or 'scratchpad' r_emory required

9.2 SYSTEM (SPACECRAFT) LEVEL VALIDATIOrl AND TEST

TBD



Appendix C

Section C2

CHI)LOS Rout | ne
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DESCRIPTION OF AN AUTONOMOUS FUNCTION

SECTION I

FUNCTION NAME: CMDLOS

SECTION 2

FUNCTIONAL DESCRIPTION

The commend loss routine provides means for the spacecraft to
automatically correct a failt,re to receive ground commands.

2.1 FUNCTIONAL BLOCK DIAGRAM

The functional block diagram for CMDLOS is shown in Figure C2-I.

2.2 INTERFACE BLOCK DIAGRAM

Figure C2-2 illustrates the command loss routine inputs,
processing and outputs.

SECTION 3

GENERAL REQUIREMENTS

3.1 MISSION REQUIREMENTS

3. I.I Ground Command

Ground command capability _11 be provided for: loading computer

flight sequences, initiating/arming certain sequences, and backing up critical

on-board commands and the capability for updating Viking Lander prior to

Viking Lander Capsule (VLC) separation.

3.1.2 Failure Modes

No single fallure mode of any component shall cause a catastrophic
effect on the mission or in the loss of data from more than one scientlClc

experiment or all engineering data.

No single commend shall place the S/C in a state that would result

in catastrophic loss of the mission.
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3.1.3 Exit and Access Capablllty

It shall not be possible to place the S/C in a state such that exit

from that state is impossible, nor shall it be possible to cycle the S/C

through a state in such a manner that no means of returning to that state is

possible.

3.2 SPACECRAFT REQUIREMENT

3.2.1 Priorities

Analysis of mission requirements resulted in the need for

significant block redundancy and the formulation of response priorities to

direct the design. In order of decreasing priority they are:

(I) Spacecraft safety and commandability

(2) Preservation of spacecraft consummables

(3) Dgwnlink telemetry visibility

3.2.2 Commandability Assurance

To ensure commandability, the spacecraft must exercise all

combinations of receivers, command detector units and antennas if ground

command is not received during a predetermined amount of time.

3.2.3 Spacecraft Reconfiguration

Since the algorithm must execute during a period when the

spacecraft cannot receive and/or decode a command, it is designed to provide

complete reconfiquration of the spacecraft's antenna, receiver, and command
detector chain.

SECTION 4

SUBSYSTEM FUNCTIONAL REQUIREMENTS

W_enever a specified number of hours have elapsed since the last

valld command was received by the CCS, this routine will assume a spacecratt

failure and attempt to correct that failure by systematica--1"1_--_witching

redundant elements until a valid command is received by the Computer Command

Subsystem (CCS).

Furthermore, if loss of commandability is due to a false lock

condition (a receiver locked up on a downlink spur), the algorithm must also

reconfigure the downlink elements (S-Band exciters and traveling wave tube
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amplifiers (_TA's), X-Band X_R off, Radio Relay Subsystem/Radio Telemetry
Subsystem (RRS/RTS) off). To cover a11 possibilities and be effective for

multiple failures, a11 "uplink" combinations are selected for eacn "downlink"
combi nation.

Passes througl_ the algorithm continue until a valid command is
received.

4.1 FUNCTIONAL DATA FLOW DIAGRAM

The functional data flow diagram is shown in Figure C2-3.

4.2 STATE DIAGRAM

The allowed states are summarized in Tables C2-I and C2-2.

4.3 LIMITATIONS AND CONSTRAINTS

4.3 .I CMDLOS Restart

When the command loss routine is active it is nonmally inhibited
from being started again until its first activation is completed. Other

software (sequence, error, etc.) must not be allowed to remove the restart

inhibit before an active command loss routine is finished.

4.3.2

phase,

Launch Phase Inhibit

The command loss routine will be inhibited during the launch

SECTION 5

SUBSYSTEM FUNCTIONAL OPERATIONS

5.1 INPUTS

5.1.1 Direct Inputs

(l) CMI)LOS entry is from the primary filter/entry linkage.

5.1.2 Indirect Inputs

(i) CMDLOS entry is from negative data in location CMDTIM.
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Table C2-I. Immediate Event Sequence

VIKING
COMMANDS

1. 2AR

2. 42 AR

3. 52 AR

4. 3A

5. 6B

6. 2 ER

RANGING OFF

X-BA_iD TRANSMITTER OFF

RADIO RELAY SUBSYSTEM/
RELAY TELEMETRY

SUBSYSTEM

(RRS/RTS) OFF

CRUISE TELEMETRY

(TIM) MODE

FLIGHT DATA SYSTEM

(FDS) TO 8.33 BPS
ENGINEERING DATA

LOW GAIN ANTENNA

(LGA) SELECT

* DISCRETE COMMAND

** CODED COMMAND

DC *

DC

DC

DC

CC**

DC
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IKING
COMMANDS

Table C2-2. Delayed Event Sequence

PARAMETER
DESCRIPT ION

COMMAND
TYPE

1. 2F (2FR)

2. 28 (2_)

3. 2C (2CR)

4. 761210 (2E,/2ER)

5. 7E0102 (75XI)

6. 2FR (2F)

7. 2BR (2B)

8. 2CR (2C)

9. 761201 (2E/2ER)

10. 7E0102 (756)

RECEIVER SELECT

EXCITER SELECT

TRAVELING WAVE TUBE

AMPLIFIER

(TWi"A) SELECT

INERTIAL REFERENCE UNIT

(IRU) CONTROL/ANTENNA SELECT

ROLL OVERRIDE VIKING

LANDER CAPSULE

(VLC) COMMAND ENABLE

RECE IVE '_ SELECT

EXCI_'ER SELECT

TWTA SELECT

IRU CONTROL/ANTENNA SELECT

ROLL OVERRIDE/VLC CRUISE MODE

* DISCRETE COMMAND

**CODED COMMAND

DC*

DC

DC

CC **/DC

CC/DC

DC

DC

DC

CC/DC

cc/cc

I "
C2-9



(2) CRDLOS entry for prime is from flag indiCating

prlmarylsecondafy Command Processing Unit (CPU).

(3) CMD.01 entry is the prouessing activity controlled by sign of
data in location CMDTIM.

5.2 PROCESSING

The event timer 'N' is decramented by one each hour, but reset in

its initial value each time the CCS successfully receives a command.

If it underflows, CMDLOS is entered.

The response of this routine is the execution of two event

sequences: one immediate, and one delayed. The immediate sequence is

executed once. The delayed sequence is repeated until a valid ground command

is recei ed. Events in the immediate sequence are issued on zero-time

centers. Events in the delayed sequence are issued on two-hour center_.

If the Central Processor (CP) is waiting for an interrupt from the

Interrupt Processor (IRP), it shall respond to the signal (i.e., program

control Is transferred to the memory location received from the IRP) within I

msec.

5.3 OUTPUTS

As shown in Table C2-3, CMDLOS generates output commands to

initiete Attitude Control Subsystem (ACS) and Flight Data Subsystem (FDS) mode

changes, and hardware switching within the Modulation/Demodulation Subsystem

(MDS), Viking Lander Capsule (VLC), Relay Radio Subsystem/Relay Telemetry

Subsystem (RRS/RTS), and the Radio Frequency Subsystem (RFS).

SECTION 6

INTERFACE LIST/MATRIX

A listing of the external interfaces is shown in Table C2-4.

SECTION 7

PERFORM_ICE REQUIREMENTS

The S/C shall be capable of maintalning a cruise phase operational

state for at least 55 hours without ground intervention, except during

superior conjunction period, when the requirement shall be for 20 days without

ground intervention.
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VIKING

MI_. EMON IC

Table C2-3. (_{DLOS Outputs

PARAMETER

DESCRIPTION

COMMAND
TYPE

11 °

2AR

2ER

2F (2FR)

2B (2BR)

2C (2CR)

3A

42AR

52AR

6B

7BlO01

7F..0102 (75B)

7E0102 (65xi)

I RANGING OFF

2 LGA SELECT

3 RECEIVER SELECT

4 EXC ITER SELECT

5 TWTA SELECT

6 CRUISE TIM MODE

7 X-BAND XMTR OFF

B RRS,/RTS OFF

9 FDS TO 8 I/'3 ENGR

10 IRU CONTROL

I1 ROLL OVERRIDE/
VLC CRUISE MODE

12 ROLL OVERRIDE/
VLC COMMAND ENABLE

C2-II

DISCRETE

DISCRETE

DISCRETE

DISCRETE

D ISCRETE

DISCRETE

DISCRETE

D ISCRETE

CCDED

CODED

CODED/
CODED

CODED/
DISCRETE



Table C2-4. Interfece List

FROM/tO WHAT

COMMAND LOSS ROUTINE

HOW (MEDIUM)
INTERFACE DOCUMENT

REFERENCE

CMDTIM/CMD t OS

CMO LOS,4_FS

CMD LOS/ACS

CMDLOS/FDS

CMD LOS/RSS/RTS

CMDLOS/VLC

C MD LOS/MDS

MDS/CMDLOS

GROUND

OPERATIONS/
CMDLOS

START SIGNAL

DC COMMANDS

CC COMMANDS

CC COMMANDS

DC COMMANDS

DC COMMANDS

DC COMM_.N DS

DC COMMANDS

! .'N' TIMER VALUE
2. ENABLE COMMAND

' N' HOUR TIMER
EXPIRES AND ROUTINE
IS ENABLED

INTERNAL TO CCS
WITH IMMEDIATE

&2 HOUR TIMERS

INTERNAL TO CCS

WITH IFU_E DIATE
&2 HOUR TIMERS

INTERNAL TO CCS

WffH IM/VtEDATE
&2 HOUR TIMERS

INTERNAL TO CCS
WITH IMMEDIATE
&2 HOUR TIMERS

INTERNAL TO CCS
WITH IMMI_DIATE

&2 HOUR TIMERS

INTERNAL TO CCS
WITH IMMEDIATE

&2 HOUR TIMERS

INTERNAL TO CCS
RESET ' N' TIMER

UPLINK COMMAND
LAUNCH MODE

PAPA. 4; FIG. 2.1-1

TABLES 4.2-I AND 4.2-2
PAPA 5.2

TABLE 4.2-I
ANI3 4.2-2

TABLE 4.2-I

AND 4.2-2

TABLE 4.2-I

AND 4.2-2

FIGURE 4.1-1
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SECTION 8

]IqPLEI_NTAT]ON CONSIDERATIONS

8.1 SOFTWARE

ClOLOS ts a software routtne executed by the spacecraft's Command
Computer Subsystem (CCS).

8.2 HAROWARE

The CCS servtng as a central controller ts composed of two
computers, each of whtch ts used as an Interrupt processor, reacttng to
pertodtc ttm_.ng Interrupts (hours, seconds, centtseconds, sctence data frame
tlmtng, command bit sync, etc.), and external level Interrupts from other
subsystems whtch are typically used to tndtcate external fatlures elsewhere tn
the spacecraft. Both processors have an 18-btt plated-wire (hence
nonvolatile) memory containing 4096 words, half of whtch are "write-protected"
such that a "key" must be mp]oyed any ttme thts part of the memory Is to be
altered. Fixed routtnes for command decodtng and failure detection and
correction (CIOLOS) are typlca| of the functions located tn write-protected
memory. The remaining ha|f of the memory ts used to |oad sequences wh!ch
contro| the spacecraft's engineering and science subsystems durtng trajectory
correction maneuvers, sctence data acquisition and transmittal, and vartous
ca] lbratton exerctses.

Time Intervals chosen for the command loss routtne are a functton
of the ground reactton time to get a valid commnd received by the CCS.

8.3 ESTINAT_ RESOURCES

CMI)LOS routine memory storage requirements are 50 words.

8.4 JPL EXPERIENCES

Since the loss of commndabtllty generally precludes any
ground-based correctlve action, the spacecraft Is on Its own In provldlnq the

needed protectlor,. The only exceptlon to thls Is the case In whlch one of the

CCS's Is unable to process c_nd data It recelves from the Command

Olstrlbutlon Unlt (COU). Should thls happen, ground control mre]y needs to

refomat the commnd so that It Is executed by the other COS. By hav1_ hoth

CCS's almys on-11ne, receiving and decoding the commands (only command
executlon need be spaclfled), protection _alnst a slngle fallure resu|t1_ In

a permanent loss of c_ndablllty Is provlded.

Thts routine was never activated during the Vtklng mtsston.
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8.4.1 Fltght Hod1 ftcatlon

No modifications were made to thts nouttne In fltght.

8.4.2 Impact of New Technology/Alternate implementation Approaches

An alternate implementation n_y constder Including the CHOTIM tasks
(of ascertalntn(j whether valtd CMI) has been recetved in the tlme specified)
within the CMDLOS routtne.

SECTION 9

VALIOATION

TBO
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Section C3
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DESCRIPTIONOFAN AUTONOMOUSFUNCTION

SECTION 1

FUNCTION NAIqE: AUTOMATIC LEAK CLEARING ROUTINE (CORKER)

SECTION 2

FUNCTIONAL DESCRIPTION

CORKER was the second of two routtnes developed during the VtkJng
Orbiter (VO) Extended Mtsston to cope wtth leaktng jet valves tn the attttude
contro] gas system. The ftrst, AUTO CORK, ms developed for VO-2 to c]ear
rol1 jet valve leaks. Corker was developed for VO-1 and destgned to clear
leaks tn any axts. Cleart_ was accomplished by actuating the leaktng valve.

CORKER functlon_ by mn|tor1_ 11mlt cycle data obtaln_ vla DECOM

(low Rate E_Ineer1_ Decom_tator Executlve). l)evlatlons In posltlon error

slgnal _Ich pr_ed de_nd he.off were used as Indlcators of a leak1_

jet vale. The actlon t_en to clear the le_ depended on the attltde
control mode of the spacecraft at the tlme. If the ACS status word

Indlcated the orl)Iter was celestlally acquit, CORKER c_nded the a11-axes

Ine_!al mode. The gro-on translent resultd In _s Jets actuat1_ In a11

three axes. If the spacecraft ms alre_y In the I_IaI mode, derlved rate

was dtsabled resulting tn a posttton error stgnal. Thts caused a 11mtt cycle
traverse whtch resulted In actuating the offending valve.

SECTION 3

GENERAL REQUIREMENTS

3.1 MISSION REQUIREMENTS

CORKER was developed durtng the Vtktng Orbtter Extended Iqtsston.
No prtme mtsston requirements were applicable. The extended ,rlsston
rLm_lu1_nt was to extend O_Iter 11re by mlnlmlz1_ attlt_e control gas
corset!on, llmlted m_r and track1_ tle dur1_ the extended _sslon

requ1_ on-board le_ clear1_ to cope wlth Increas1_ leakage problems on
the spacecraft.

3.2 SPACECRAFT REOUIRBIENTS

CORKER was destgned to clear leaks tn any of the twelve attttude
control gas Jet valves. The routtne functioned to clear leaks recjardless of
the attitude control mode the orbtter was tn at the ttme (celestial or
Inertial). CORKER was designed specifically for I/0-1, whtch had both tnerttal
reference untts (IRUs) worktng. Therefore, IRU-1 ms reserved for operational
use, and ;RU-2 was dedicated to CORKER for leak cleartn(j attempts.

C3-2
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• SECTION 4
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FUNCTIONAL OPERATIOR

The Vtktng Orbtter att4tude control subsystem (ACS) used Inert gas
supplted by redundant pressure-regulated systems to provtde three-axis
stabtllzatt¢_n. Nttrogen was the primary gas, although durtng the extended
mtsston res!Gual heltum from the propulsion subsystem was supp|ted to Increase
spacecraft lifetime. Gas Jet leakage became a major problem durtng the
extended ndsslon as gas loss Increased, whtle ltmtted mnpower and tracking
ttme reduced the abtltty of the ground to react effectively. Techniques to
autonomously detect and c]ear leaks were developed on VO-2, where the problem
ftrst became severe. Based on the experience obtatned using the VO-2 routtne
called AUTO CORK, a more comprehensive routine, called CORKER, ms Implemented
on VO-1. All leak cleartng techniques were predicated on actuating the
leaking va%ve, stnce parttcu%ates were suspected of causing the leaks.

CORKER functioned by monitoring ACS status and ltmtt cycle
telmetry ustng the DECOR routine. If the spacecraft was detemined to be
celestially acqu|red, the Canopus tracker (ro11) and cruise sun sensor (pitch
and yaw) pos#tton signals were _onttored. Mtth the spacecraft |n derived rate
(a necessary condition for CORKER to function), a leaking valve vould drive
the spacecraft across the cleadband caustng the oppostng valve to pulse. Mhen
fed through the dertved rate ctrcutt tnto the switching amplifier, the pulses
caused a shtft tn the daMband amy frm the leaktng valve and produced a
deadlMnd hamjoff proport#onal to the leak rate. If the offset exceeded ltmlts
set tn CORKER, nomally 2 Pll (data numbers) for S _tnutes, IRU-2 ms turned
on (;RU-1 ms reserved for normal spacecraft operational use). Oscillations
In gyro capture loop voltages as the gyros attmoted to pull tn the rate
sensing mchan|ms resulted in Jet valve flrtngs tn _11 three axes. Gyros
were turned off after one mtnute.

If the spacecraft ms on tnert_al references, the leak ms cleared
by disabling der|ved rate for 5 mtnutes. Thts caused the Jet whtch had been
puls|ng to remain on unttl the posttlon error plus rate entered the deadband.
Thts resulted tn a rate sufficient to cause the spacecraft to c_oss the
deadband and actuate the leaking valve. Ltmlts used to identify leaks (2 DN
for S Mnutes) vere nomally the same for celestial and tnerttal modes. In
all cases the spacecraft was returned to tts tn|ttal state after a leak
cleartng exerctse.

Status of leak clearing attempts was tracked by three processor
telemetry words. CLKM1 and CLKM2 registered the number of times CORKER tssued
the dertved rate and IRU-2 on commnds. These words also recorded whtch valve
caused the commands to be tssued. A thtrd word, OPVER, recorded whether
CORKER was enabled or disabled, acttve or lnacttve and the ACS status word.
Nomally the processor words were tssued once an hour. However, when CORKER
ms acttve the appropriate count word was issued _,medtately.

mF"

P
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4.1 FUNCTIONALFLOgDIAGRAK

Functional flaw diagrams for CORKER are shown tn Ftgure C3-1,

4.2 CONSTRAI NTS

(a) Derived rate had to be enabled for CORKER to function.

(b) IRU-2 was reserved for leak clearing activities (CORKER was
specifically designed for VO-1 which had both IRUs
funct ioni ng).

SECTION 5

FUNCTICNAL REQUIREMENTS

5.1 INPUTS

CORKER required access to the engineering telemetry via OECOfl.

5.Z PROCESSING

Position signals for all axes Were monitored tn the engineering
telmetry stream. The ACS status word was also monitored. If any axis
remained outside the 11mtts set tn CORKER (nonully 2 DN) for a preset period
(norN11y 5 mrlnutes) the appropriate c_mmnd table (Figure C3-2) was entered.
The table selected depended on whether the spacecraft was tn celestial or
tnertlal mode, as detemtned from the status Word.

5.3 OUTPUTS

Output of CORKER consisted of operational comunds to the ACS and
telemetry status words to the F1)S. The cmmands were:

CC7K22 - Dertved Rate Otsable
CC7K12 - Derived Rate Enable
CC7B01_ - IRU-2 ON

CC7B0210 - IRIJ-2 OFF

Telemetry Words were:

CLKW1
CLKB2
OPVER

CORKER lnerttal Mode Counter
CORKER Celestial Mode Counter
CORKER Status
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SECTION 6

INTERFACES

(a)

(b)

FDS Lo CCS - engineering telmetry supplted to DECOM.

CCS to CCS - CORKER obtatneJ posttton and status from OECOH
data.

(c) COS to ACS -dertved rate enable/inhibit and ]RU-2 on/off
c omm nds.

(d) CCS to FIDS . processor telemetry contatntn9 CORKER status and
activities.

SECTION 7

PERFORIMNCE REQUIREMENTS

A posttton error of 2 DN or more outside nomal deadband limits ws
used to lndtcate that a sufficiently large leak ms present tn the opposing
jet that an attempt sheuld he made to clear It. Selection of 2 ON was based
on In-flight experience wtth numerous leaks, particularly on VO-2. The
developmnt of AUTO CORK, whtch preceded CORKER, provided an opportunity to
verify the operational techniques used. The S-4rloute delay before Initiating
leak cleartng activities ms also based on experience, aM precluded entering
a leak cleartng eouttne durtng transient excursions outside home1 deadband
_tmtts.

SECTION 8

IMPLEMENTATION CONSII)ERATIONS

8.1 HARDMARE/SOFTMARE SYSTEM

CORKER operated tn the Vtktng Orbtter CCS as a part of the VO-1
extended mission software. Implementation of CORKER (and previously AUTO
CORK) vms made possible by the development of DECOM, whtch accessed the
engineering telemetry stream. Thts ms the only source of spacecraft position
tnfomatlon whtch could have supported development of on-board leak cleartng
operations durtng the extended misston.

8.2 RATIONALE

Implemantatlon of CORKER was necessary to reduce attitude control
gas loss due to leaktng control valves. On-board leak clearing greatly
reduced the work load on the small extended mission ground operat|ons
team which was _lso constrained to 1trotted tracking of the spacecraft.
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COWERwas a logtcal extension of earller ground controlled leak clearing
techniques and the VO*2 AUTO CORK routtne.

8.3 FLIGHT EXPERIENCE

CORKER was acttve for nearly two years durtng the last phases of
the VO-1 extended ,dsston. Several leaks were successfully cleared. Problems
were minor and were easily corrected. After CORKER was activated Inadvert-
ently during a perlapsts passage due to gravtty gr_ltent torque, the
control parameter for posltlve yaw ms Increased to prevent a recurrence. A

change to CORKER's Internal tlm1._g was also rode after CORKER dlsab1_ Itself

dur1_ leak clearlng exerclses _th %RU-2 on. _Is ms not a no_1

spacecraft state slnce IRU-2 was reserved for leak clearlng, and CORKER should
not have tested for normal ACS state _1ie actlvated. _Is flx was also

eastly rode.

8.4 ALTERNATE ])IPLE)IENTATION APPROACHES

The techniques used tn CORKER ale re.lily admptable to fault
protection algorttllms on 3-axts stabilized spacecraft ustng ross expulsion for
control. Otroct measuroment of thruster leakage Is difficult and has only
been daveloped to date for very larger thrusters (e.g., Shuttle Orbtter
Reactton Control System). Inferonttal detemtnatton of thruster leakage from
spacecraft attttude control parameters, as ws demonstrated ustng posttton
data tn COIOOER, ts a useful fault detection technique.

SECTION 9

VAL IDATIOII

The CORKER software was carefully reviewed before use on VO-1.
Considerable beneftt vms dertved from earller development of AUTO CORK.
However, because of the nature of the Vtktng Orbtter Extended Mtsston, no
spacecraft system test of thts routtne was conducted.
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Appendix C

Section C4

RFLOSS Rout|he
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OESCRIPTION OF AN /IUTOtKIHOIJS FUNCTION

SECTION 1

FUNCTION NAME: RFLOSS

SECTION 2

FUNCTIONAL DESCRIPTION

The purpose of the Radio Frequency Loss (RFLOSS) routine ts to
restore either S-Band or X-Band (or both) downllnks subsequent to a fatlure of
either an exctter or transmitter. The response of this routine ts
prtortttzed; both exctters are checked before proceeding to the traveling wave
tube ompltflers (TYrA's), and S-Band ts always checked before X-Band. In
general, the first response of this routine Is to select the appropriate
redundant element. The exception to thts rule ts the S-Band exciter; I_fore
svltchtng to the redundant exciter, the Voltage-Controlled-Oscillator (VCO) ts
dtsabled as a source of the domltnk as the tnput to see tf that wtll correct
the anem_ly.

SECTION 3

GENERAL REOUIRERENTS

3.1 MISSION REOUIREMENTS

The Voyager spacecraft must be maintained In a state such that 4t
ts capable of transmitting telomet_ data to the ground. No stngle point
failure mode of any component shall cause loss of all data return from more

than once science Instrument or the loss of more than 50Z of the engineering
data.

3.2 SYSTEH REQUIREMENTS

Analysts of mission requirements resulted tn the need for

significant block redundancy and the fomulatton of response priorities to
direct the design. In order of decreasing priority, they are:

(1) Spacecraft safety and cammandabtltty.

(2) Conservation of spacecraft consumbles.

(3) Dmmllnk telemet_ visibility,

(4) Ongoing sequence Integrity,
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To ensure dmmllnk telmetry visibility, the spacecraft must
exerctse all combinations of domllnk frequency sources, exctters and
transmitters tf an Interrupt ts sensed by the CCS after a predetemlned
amount of ttme.

SECTION 4

DESCklPTION OF FUNCTION

Dtode detectors vlthln the Radto Frequency Subsystem (RFS) monttor
the output power of the exctters and transmitters. Idhenever the output power
drops below a preset level (graceful degradation) the detector opens a
swttch.

Constraints: The turntng off of a untt must not be sensed as a
fatled untt thereby activating the RFLOSS routtne.

The routine, upon entry, must dtsable ttself frm re-entry untt1
the dmmllnlk has been re-established.

4.1 INTERFACE DESCRIPTION

RFLOSS operates tn conjunction rich tl_ Interrupt and Level Inputs
of the Interrupt Processor (IRP) Mthtn tim Commnd Computer Subsystem (CCS)
to automatically reconftgure the S/C RF domllnk components.

RFLOSS ts entered whenever the External Level 3 Interrupt tmtcates
a change.

As shown tn Ftqure C4-1, RFLOSS generates output cammnds to
switch hard.re wtthtn the Power Subsystem (P%IRS) and the Redto Frequency
Subsystem (RFS).

mm

mm

4.2 DETAILED OESCRIPT ION

The Interrupt Proc_;sor (IRP) provtdes the Central Processor (CP)
wtth Input tnfomatton. Thl, Information ts provtded to the IRP as an
Interrupt or a level tnput. Interrupts are generally pulses whose occurrence
Is stored by the IRP untt1 processed by the CP. The level tnputs are binary
levels Nhtch tndtcate one of the two states of each untt. Host level tnp,_ts
are monitored by change detectors wlhtch cause an Interrupt to occur when a
chanTle t s detected.

C4-3



U
U

C4-4



The IRP ts continually looktng through the unmasked interrupts to
ftnd the highest priority Interrupt which ts vmtttng to be processed. Where
found, a nu/ber (from 0 to 31 and unique to that Interrupt) is offered to the
CP for processing. If accepted the Interrupt ts reset. The RFLOSS routine is
asstgned a priority level of 28.

4.2.1 Inputs

There Is one interrupt processed in the RFLOSS algorithm (#28,
external level 3), along with four level inputs:

ROW COLURN DESCRi PT I ON

5 1
5 2
5 3
5 4

Low S-Band Exciter Power
Low S-Band TWTA Power
Low X-Band Exciter Power
Low X-Band TklTA Power

4.2.2 Processing

As shoe, in the flow dtagraes of Figure C4-2, whenever the output
power drops below a preset level the detector opens a wttch. The witch
opening ts gated to CCS by the presence of "witched" pover to the device
(exciter or transmitter) such that a untt that has t_rned off does not look
like a failed unit to CCS. Any one or more of the four interrupts w111 cause
RFLOSS to be entered, and during the execution of the routine a11 four
interrupts vi11 be systematically interrogated.

Upon entry, the routine wtll first disable itself from re-entry,
increment the master counter, and then watt ftve seconds before processing the
exciter Interrupts. (Thts delay pemlts the routlne to be tolerant of exctter
interrupts produced at turn-on). Following the five-second delay, the RFLOSS
counter (ex post facto diagnostic trace) ts Incremented and the S-Band exciter
_,nterrupt ]s checked. If the level indicates a failure, a command ]s tssued
to decouple the exclter's input frequency reference from the ground-
transmitted uplink. This _i11 eliminate the radio's voltage-controlled
oscillator as a possible fatlure source. One second later, the RFLOSS
counter ts tncromented again and the S-Band exciter level rechecked. If still
present, the routine will disable future entry into the S-Band exciter
interrupt subroutine and issue the command to select the backup untt. The
routine w]11 watt flve seconds to increment the RFLOSS counter, and check the
rmalntng three Interrupt levels. Also, one second after the exctter switch,
the S-Band exciter level lnput Is checked for the last time. If it still
indicates a failed unlt, the ultra-stable oscillator Is turned off, thereby
rmovtn9 It as the last possible source of fallure. At thts point, the
radio's auxiliary oscillator becomes the downllnk frequency source.

C4-5



_SUE 2Qe

SECOND, INCEMENT

I l
J

®

1

t

l WA, _ _N. Om

WAIT '(Y MIN. I
TD TRIP ONLY El
IN F_RCHK AUTq

Figure C4-2. Flow Dtagrmo RFLOSS Routtne (Sheet 1 of Z)

C4-6



m

!

,%

%-

I
SET

ENABLED
AND

DISABLE PWR |

CMD OPTION I YES
AND ISSUE
CMD

$ YES
'- OPTION )E.ABuo/

?

NO

YES

XMTR DELAy

. ' _ TO 5 MIN /
ISSUE 2GRP
ISSUE I 1'

IN1'EUUM'

YES

NO FIRST YES
FAILURE

ENABLtO
?

ISSUE CMD 7
PWR TO SWI
S-BAND XM

NO
NO _C32

DISABLE
STFAILURE
CHECK

ISSUE 2KRP
ISSUE IT

ISSUE
2 DR

°THE RFLOSS ROUTINE IS PRESENTLY INITIALIZED AS
THE "FIRSTFAILURE" HAS ALREADy OCCURRED

Figure C4-2. Flov Diagram, RFLOE3 Routlne (Sheet 2 of 2)

C4-7



The next interrupt level to he processed is that of the X-Band
exciter. If this interrupt indicates a failure, the routine will disable
future X-Band exciter failure checks and issue the command to select the
redundant X-Band exciter. If the failure indicator is still present one
second later, the backup S-Band exciter (the frequency source for the X-Band
exciter) is selected; future S-Band exciter checks are then disabled.

After processing the exciter level inputs, the routine moves on to

check first the S-Band, then the X-Band transmitter level inputs. As with the

exciters, a delay (of five minutes) is pr /ided to assure tolerance to the

transmitter's turn-on characteristics. Following the five minute delay, if

the S-Band transmitter failure is indicated and it is the first indication,

then the transmitters have already been switched and the suspected cause

becomes th_ transmitter's input source, the S-Band exciter. If the S-Band

exciter has not yet been switched then it will be at this time, and future
exciter switches will be disabled and the routines wiil be re-entered back at

the five second delay point (beginning). If the S-Band exciter has already

been switched, then the routine will inhibit future checks of the S-Band

transmitter. Following this, the routine is re-enabled and exited.

4.2.3 Outputs

VOYAGER
PARAMETER
MNEI_ONIC

2P

ZQR

2BRP

2JRP

2CP

2DR

2KRP

IT

2GRP

PARAMETER
DESCRI PT ION

I I i

Two way non-Coherent on

Uitra-Stable Oscillator off

S-Band exc 2 select

X-Band exc 2 select

S-Band TWTA I select

S-Band TWT Low Power

S-Band TWTA off

Bag 1 heater on

X-Band XMTR off

TYPE

Discrete

Oisc rete

Coded

Cooed

Coded

Coded

Coded

Coded

Coded
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4.3 IMPLEMENTATION CONSIDERATIONS

4.3.1 General Description of the Hardware/Software System

RFLOSS is a software routine executed by the sFacecraft Command

Computer Subsystem (CCS). As u_ed on Voyager, the CCS set VIF,g as a central

controller is composed of two computers, each of which is used as an interrupt

processor, reacting to periodic timing interrupts (hour_, seconds,

centiseconds, science data frame timing, command bit sync, etc.), and external

level interrupts from other subsystems which are typically used to indicate

external failures elsewhere in the spacecraft. Both processors have an

IS-bit, plated-wire (hence nonvolatile) memory containing 4096 words, half of

which are "write protected" such that a "key" must be employed any time this

part of the memory is to be altered. Fixed routine for downlink telemetry

loss correction (RFLOSS) is typical of the function located in write-protected

memory. The remaining half of the memory is used to load sequences which

control the spacecraft's engi_.eering and science subsystems during trajectory

correctiCn maneuvers, science data acquisition and transmittal, and various

calibration exercises. Key RFLOSS interfaces with CCS are shown in the block

diagram in Figure C4-1.

RFLOSS routlne memory storage requirements are 93 words.

Experience to date is that the routine has been entered numerous times, but

has reset after the built-ln 5 minute delay for a TWTA low power interrupt.

The TWTA low power interrupt is set each tlme the IWTA power mode is switched

(low to high, high to low).

4.3.2 Rationale for Technique Chosen

Due to the long round-trip light-tlme at encounter (>2 hours for

Saturn) plus analysis time, and corrective action command qer,eration time, an
autonomous recovery function was required. Diode detectors very similar to

the Telemetry (TLM) channels for S-Band and X-Band power output were used to

detect changes in power output. Also, similar circuits were used for S/C

exciter drive power output.

An additional reason for the function was the possibility of the

hydrazine line freezing if power were lost from the ll_TA's or if the power

output persisted in the low power state. The interrupts were set so that if

the TWTA's degraded gracefully the downllnk TLM of 40 bits per second (bps)

uncoded on S-Band could be supported by the 63-meter Deep Space Network (DSN)
antenna thru Saturn Encounter.

4.3.3

Iaun ch.

Flight Modi ficat'_n

There have been no modifcations made to the RFLOSS routine since
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4.3.4 Impact of ))ew Technology/Alternate Implementation Approaches

One thing missing from this routine is an autonomous correction for

loss of the S-Band and/or X-Band downlink modulator, or Telemetry Modulation

Unit (ll(U) failure. The IMU redundant telemetry drives are both presently

active on the Voyager S/C.

SECTION 5

VALIDATION AND TEST

The test matrix is shown in Table C4-I.

5.1 ANAL YS IS REQU IREME NTS

The setting of the interrupt level had to be selected such that a

graceful degradation could be maintained if only one unit remained, or for

some other reason a degraded performance was acceptable to using a redundant

unit. The value chosen was such that 40 bps could be supported using a

64-meter Deep Space Station (DSS) throuqh Saturn Encounter.

5.2 TEST REQUIREMENTS

5.2.1 Unit/Subsystems Test

The test demonstrated that:

(1) The RFLOSS routine will operate with a worst case mission load
functioning in the same time frame, in the same computer.

(2)

(3)

Mission sequence, if inhibited for S/C safety, will resume

automatically. The RFLOSS will not inhibit an on-going

sequence.

A memory check sum of the RFLOSS routine is not performed

every sixty (60) days even though this would verify proper

operation.

5.2.2 System Test Sequences

These test sequences were executed to demonstrate that:

(I) Power and RFS switching will not inhibit RFLOSS routine

operations.
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(2) Electr(_gnetlc Interference (EMI) and stattc discharge test
envtrorm_nts dtd not tnhtbtt RFLOSS operations.

(3) RFS power overloeds vd11 not tnhtbtt RFLOSS operations,
although these were not tested.

(4)

(s)

(6)

The RFLOSS routine will be automatically inhibited durtng
memory refresh pertods. However, thts ms also not tested.

Only a stngle RFLOSS routtne ts acttve at any time.

Switching off an elment of the RFLOSS routtne does not cause
the routtne to switch to the redundant elment.

5.2.3 External Interface Tests

The external Interface tests with the CC$ _re not developed due to
har_re _hedullng and c_ts. This test was scheduled to be perfo_d tn the
Teleco_ntcattons Developmnt Laboratory (T(1L) where the hardmre/software
Interface would be exercised. Instead a bar.re Interface wirtng and
switching test was perfo_d at subsystm Integration to the S/C bus.

An additional test sequence ms performed at the vendor's factllty
to vertfy proper level setttng of the Interrupt over-tewerature durtng a
t hermal-vacum test.

5.2.4 HtssJon or User Level Tests

The mtssloFm test sequence demonstrated domllnk telm_try 1_s
recovery fr_ two (2) different CCS and RFS configurations.

5.3 SIMULATION REOUIREMEN_

Ground support Sl_clal test _ulp_nt was used to slmulate a

d_11_ telemetry loss to actlvate the R_S recovery routlne.

5.4 V_II)ATION IHPLENENTATION REQUIREMENTS

5.4.1 Ground Support Equ1_nt

To vertfy proper RFLOSS operation, a spectal test box and cables
were used to stmulate a loss of downllnk carrter by. overriding the dtode
voltage on each level Interrupt.
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5.4.2 Test Facilities: N/A

5.4.3 Spectal Test Hardmre and Software

The spectal test herdmre consisted of adjustable d.c. power
supplles and switching so that each dtode detector level Interrupt could be
act. 1rated.

5.4 o4 Test Operations Requirements

(1)

(2)

Launch VehtcJe Safety Requirements: The RFLOSS routtne vas
Inhibited untt1 after _htcle separation due to crtttcal
pressure potential fatlure of the S-Band _ldTA.

Fat1 Safe Requtr_aen_s: The wttchtng off of an element _111
not cause the RFLOSS roUt|he to tssue commands to the
redundant untts.

(3) Camand Errurs: No stngle ground command can tnhlbtt the
operation of the RFLOSS routtne.

(4) Self Test: IliA.
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DESCRIPTION OF AN AUTONOMOUSFUNCTION

SECTION 1

FUNCTION NAIl: CELESTIAL SENSOR FAULT DETECTION/PROTECTION

SECTIOK 2

FUNCTIONAL I_ESCRIPT ION

The Celestial Sensor Logtc monttors the operations of the Sun
Sensor (SS) and Canopus Star Tracker (CST) now tn use on Voyager, and, upon
detection of error, trtggers the reacqutsttton of celestial references and
triggers changes tn the Attttude and Articulation Control Subsystem (AACS)
configuration. Configuration changes tnclude the swapping of Hybrid Buffer
Interface Ctrcutts (HYBTCs) and thetr dedtc;ted sensors.

SECTION 3

GENEIU_L REQUIREMENTS

3.1 MISSION REQUIREMENTS

T_e spacecraft must be able to mlntatn lts 4ttltude durtng all
phases of the nrlsslon. During tnterplanetar7 cruise, celestial sensors, the
SS and CST, are used to provide attitude Information. The health, walfare and
proper operation of these sensors shall be mlntatned.

3.2 SPACECRAFT REQUIREMENTS

The SS locks the spacecraft (S/C) to the Sun and provides j)ttch and
yaw control. The CST locks the S/C to Canopus, and provides roll control. To
have the SS and CST provide attttude control sensing capability, the AACS
shall mtntatn the tntegrtt_y of SS and CST by detecting errors, Initiating
reacqutsttto_ of celestial references uhen required, and swapping to redundant
AACS components. (Current logtc does not provide for CST redundant sensor
stop.) The AACS shall notify the Computer Commnd Subsystem (CCS) through the
pover code Interface, upon the loss of and upon reacclutsttton of the Sun
and�or Canopus. Comunded turns to perfom tntttal acquisition or
reacqutsttton Sun searches wtll be stored tn CCS. CCS shall Initiate all
searches.

3.2.1 Sun Sensor

The sun sensor (SS) ts packaged as a stngle untt to provtde a two
axis, electrically btasable, attitude position sensing capability. The SS
provides redundant pitch and yaw axts sun Intensity stgnals, and attttude

C5-2



posttton error signals to Hybrtd Progrmmble Attitude Control Electronics
(HYPACE) for S/C attitude control. An "[DET acquisition" state ts prodded by
HYPACE to CCS vta a power code when the sun ts wtthtn the fleld-of_v4ew of the
SS lllumJnatton detectors (IDETS) for both pitch and yaw axes. When thts
occurs, the angle detector (N)ET) generated posttton error stgnal ts used by
HYPACE for position control. An "N)ET acqutsJtton" _tate provtdes HYPACE to
CCS da power code when the sun comes vithtn the earth btased ltmtt cycle
deadband t n both axes. The N)ETs on both axes of the SS can be btased as
requtred by HYPACE In order to point the htgh gatn antenna at Earth.

Detectors: The SS contalns two Identlcal detector packages, one

for the pltch and one for the yaw axls. Each detector package contains four

detector elements as shown schmatlcally In F|gure C5-I.

Stgnal Processing Electronics: An electrical functional block
diagram for a stngle non-redundant axis of the SS ts gtven tn Ftgure C5-2.
The SS conststs of four such Identical circuits, one each for pitch and yaw
dedlcated to HYBIC I, and one each for p|tch and yaw dedlcated to HYBIC 2,

wlth the exceptlon that there Is only one detector excltatlon modulator and

only one IDET clrcult for both clrcults assoclated _rlth a glven HYBIC.

The IIIT provtdes an approxtmte zero voltage stgnal when the sun
ts outside the IDET field-of-view (FOr). When the sun ts _thln the [I_T FOr,
the IDET provides a posJtive voltage sun Intensity signal whose magnitude wtl|
be a function of Jllu_natJon level detemJned by the S/C dtstance from the
sun. The HYPACE establishes apprq)rtate sun tnteflstty volt_le gate levels tn
order to assure unmbtguous transfer of pitch and yaw attttude control to the
SS N)ET ctrcutts at the appropriate ttm.

Optomchantcal: The SS aptomechantcal destgn consist of SS and
detector package wtndows to define the (_ttcal bandpass regton and protect the
detectors, fteld stops, diaphragm, and masks to define the [_T and PZ)ET
F(N's; baffles _rd coating to suppress stray 11ght; s11t aperture assemblies
to adndt and shape tnctdent sunllght Into narrow s11t tmages for tmagtng onto
the detectors; and detector dements to sense the sun tn a narrow spectral
reglon.

3 2.2 Can®us Star Tracker

The CST assembly conststs of _lundant trackers to provtde roll
axts error stgnals, cone angle posttton stgnals, and star Intensity stgnals to
HYPACE. The roll axts control stgnal allows the S/C to _tntatn roll axts
a11gment durtng celestial crutse, whtle the star intensity stgnal provtdes
Identification of stars wtthtn the scanned For tn terms of detected
brightness. Intensity gates are set tn the HYPACE software to provtde For
star Identification. Cone angle posttton st qnals identify tn whtch of the
ftve dtscrete cone positions the scanned F0¥ ts located. The Canopus star
tracker (Including the sun detector/shutter) recetves Its power from the power
subsystm (P_).

A functional block dtagram of the CST ts gtven tn Ftgure C5-3.
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Detector Package (Single Axls Redundant)
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SECTION4

SUBSYSTEMFUNCTIONAL OPERATION

Figure C5-4 shows the mode sequencing for autometlc reacqulsttton
of sun and/or Canopus. ADET loss (ADET) tmpltes that the sun ts outside the
sun sensor linear FOV or the sun sensor has fatled. IDET loss (IDET) tmpltes
that the sun ts outside the Illumination detector FOV, or the sun sensor has
fatled. Canopus Acquisition (CA) loss tmpltes the star Is outside the CST
FOr, or the tracker has fatled. I[RT and ADET loss tn the roll tnerttal mode
(RI) or celestial cruise mode (CC) causes the mode to be witched to all axts
tnerttal mode (AAI). CA loss In celestial crutse causes the mode to be
switched to AAI. The six power codes (ADET, ADET, IDET, I_)ET, CA, AND CA) are
only sent when the state changes. There are three loss routines stored in
COS. The Canopus loss routine basically, after preconditioning the Mtsston
Hodule (Iql), commmnds a roll search. After preconditioning the MM, the ADET
loss routine basically waits a fixed time for ground Intervention, then
svltches HYBIC and sun sensors. After preconditioning the I01, the IDET loss
routine wttches HYBIC and sun sensors, then issues a series of stored
cmnded turns whtch result tn 41r steradtan coverage, thus causing ID[T to
again be satisfied. The three routines tn CCS are prlortttzed, wtth IDET loss
betng the highest prlortty and CA loss being the lewest priority. Thus if two
of the "loss" power codes exist tn CCS at the same time, only the routtne wtth
the highest prtortt_y w111 be executed.

4.1 SUN SEARCH LOGIC

Ftgure C5-5 shows a high-level flew chart of the Celestial Sensor
Logic. Provided that the AACS control mode ts not Launch or Propulsion Mode
(PM), the logtc wtll continually detemtne (based on SS outputs obtained by
the SS read routine) whether the IDET (Intensity DETector) stgnal Indicates
the presence or absence of the Sun within a +25 deg. fteld of view, and
whether the MDET (Angle DETector) stgnals are wtthtn +2 deg. of the desired
null tn both pitch and yaw. The +3 deg. linear MOETtrteld of view ts
btasable tn a range of +20 deg. _oth the ]DET and MDET outputs of the SS are
"filtered" through sets--of acquisition-delay ttmers so that momentary
"g|ttches", such as tb_ose occurring during power turn-on, and other noise, do
not cause high-frequency chattering of the acquisition signals. The "ADET
acquired" condition requires the ADET error tn pitch and yaw to be less than
2 (leg. for JO s, whereas the loss of ADET will be stgnaled after one or the
other errors have exceeded 2 deg for 5 s. IDET "acquire" and "loss" delay
times are 2 s each.

Unless a direct commend (Sun Search) ts issued by CCS that SS error
stgnals are to be used for pitch/yaw control, the remaining acquisition logic
ts bypassed. In the "search" situation, two possibilities are provided for.
AACS my already be using SS error stgnals for pitch/yaw control, i.e., it is
tn the Roll Inerttal or Celestial Cruise mode. Or, AACS may -ttll be using
gyro control tn all axes for Trajectory Correction Maneuvers (TCM) or AAI
modes, and in the process of searching for the Sun, on at least waiting for
the delayed "IDET acquired" signal.
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In the latter case, after the Sun is finally detected, any "search"

turn that may have been in progress to locate the Sun is immediately stopped,

and a change to the Roll Inertial control mode is executed. This switches

pitch/yaw SS error signals into the Control Law and allows the ADET signals

(even though they may be saturated) to drive the craft toward the null

position. A power code is also sent to CCS signalling "IDET acquired". On

the other hand, the absence of Sun intensity will trigger an "IDET loss" power

code preceded by the "Omen." The loss condition will also cause CCS to issue

a preprogrammed series of turn commands to AACS designed to search the entire

celestial sphere for the "lost" Sun.

Assuming Roll Inertial or Cruise mode has been achieved, the IDET

signal is still continually checked for proper level, and the "ADET acquired"

signal is also now examineG. It is in this portion of the logic that the loss

of either ADET or IDET acquisition can eventually result in the swapping of
HYBICs a,i their associated sensors.

For example, once Roll Inertial or Cruise mode has been

established, a loss of Sun intensity w_ll trigger an immediate HYBIC swap,

and, therefore, substitution of the redundant Sun sensor. Since the IDET

output must normally fall between preset high and low "gate" levels, the

common circuit failures (i.e., a saturated output or zero output) should be

easily detected. If the HYBIC swap and new sensor are not able to clear the

IDET problem in 24 s, the AACS control mode is changed to all-axis inertia' in
a last-resort effort to ensure stable attitude control of the vehicle while

ground controllers diagnose the problem.

The loss of ADET, i.e., pitch or yaw angular errors greater than 2

deg for 5 s, will, in addition to causing "Omen" and "ADET loss" power codes to

be issued, jrmediately change the control mode to Roll Inertial (if it is not

already there). Going to Ro11 Inertial eliminates the need to contend with any

problems that ADET loss may have induced in the star acquisition logic, and

assures full thruster torque (nonpower-share condition) for any necessary

reacquisition maneuvers. Also, it adheres to a._ operational ground rule that

sun acquisition and star acquisition should always be performed in exactly that

order before allowing the Cruise control mode to be re-established. Upon loss

of ADET, a 5-rain timer is started, allowing sufficient time to reacquire under

the assumption that something other than a sensor failure, such as Trajectory

Correction and Attitude Propulsion Unit (TCAPU) thruster failure, is the cause.

If, at the end of 5 min, no improvement has been detected, a HYBIC swap will be

ordered to bring in the redundant SS. Again, as in the case of IDET loss, if

the swap does not successfully clear the fault after another 5 minute period,
the all-axis inertial mode is crdered as a last resort.

Clearly, if the TCAPU fault correction control routine is enabled,

it will also detect an ADET signal loss and will immediately act to swap

pitch/yaw (P/Y) thrusters regardless of the actions taken in Celestial Sensor

Logic. As pointed out before, this immediate action is necessary to prevent

the possibility of extremely large angular excursions (>25 deg) from a

thruster open failure.
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It should be mentloned that the receipt of IDET or ADET loss power

codes will cause CCS to initiate other necessary "safing" actions, such as the

protection of instruments that may be damaged by direct exposure to the sun.

4.2 SUN SEARCH TURNS

Sun searches, performed via commanded turns, are a special case of

a11 axis inertial turns, in which _.._ndetection logic is employed to enable

AACS to acquire the sun. An illumination detector (IDET) as part of the sun

sensor is used to provide an indication that the sun is within a 40-degree by
40-degree FOV in pitch and yaw respectively. Two types of commanded turn sun

searches are employed. The first type is used for the initial sun acquisition
and for reacquisitions following a TCM, for which the CCS knows the attitude

of the MM and can, therefore, send a predetermined set of fixed turns (P and
Y). Subsequent sun searches, resulting from an inadvertent loss of the sun,

are performed by CCS sending a series of P/Y commanded turns resulting in 4
steradi an coverage.

For the reacquisition due to inadvertent loss, the mode switching

logic is enabled during the turns such that when the IDET FOV is satisfied,

the turn is automatically terminated and the subsequent sequence as directed
above is used.

The mode switching logic (but not the sun detection logic) is
disabled until the P/Y pair of co_nded turns are complete and 30 seconds has
elapsed, The switching logic is then enabled and if the sun is within the
!DET FOV the mode is automatlcallyswitched to roll inertial such that the

position error signal is received from the sun sensors (in P and Y) rather

than the Dry Gyro Inertial Reference Unlt (DRIRU). The sun sensors provide

saturated output signals to drive the MN (using DRIRU for rate damping) untll
the sun is within the linear region of the sun sensor. The non-saturated sun

sensor position signal plus rate estimation then drive the MM to the null

position. During the search the roll control channel, driven by the roll

error signals derived from the ro11 gyro, holds the roll attitude within the

prescribed deadband. Upon completion of sun acquisition, Canopus acquisition

is initiated by CCS.

4.3 CST LOGIC

When the loss of target is detected, a power code is sent to the

CCS which responds to a series of reacquisition commands. These commands
initiate a roll search.
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4.4 CANOPUS ACQUISITION ROLL

Canopus acquisitions are perfomed by a special case or roll
inertial mode, in which the CST provides the driving signal for the turn, in
place of a turn commanded from CCS.

A search bias logic signal is sent to the CST from the HYPACE to
position the scanned FOV to the positive roll error edge of the total FOV.
Saturated negative output from the CST is summed with the roll rate signal

derived from the roll _ro which causes the negative roll thruster to be

actuated to establish the roll search rate. The CST logic software is

enabled, and stars other than Canc_aus (or other selected stars) are

discriminated against by the software on the basis of star intensity and cone

angle. The HYPACE controls the CST cone angle via CCS commmand and the CST

provides a star intensity signal to the HYPACE. When a star satisfying the

intensity gate logic is detected, the CST demodulator is enabled by a logic

signal ._rom the HYPACE, and the CST begins tracking the star. The CST then

provides a signal to the HYPACE software that is pr®ortlonal to the roll

angular error. The HYPACE software causes thruster actuation to achieve and

maintain the sum of the CST roll error and roll rate signals within the

de_band value. Can®us acquisitions are initiated by CCS command.

4.5 SEARCH RATES

Celestial reference search rates are 3.14 mr/s.

SECTION 5

SUBSYSTEM FUNCTIONAL REOUIRENENTS

5.1 INPErTS

For the sun sensor the inputs are sun sensor read and the sun
sensor control command.

For the C::T, the inputs which are required are the star sensor read

(including the cone angle and intensity) and the CST control command.

SECTION 6

INTERFACE

Dual Sun Sensors. SSI is dedicated to HYBIC I and SS2 is dedicated

to HvBIC 2 as shown in Figure C5-6. No cross-strapplng is provided. Since

power to the SS is provided by the HYBIC, turning on HYBIC's J-supply will

power up its associated Sun Sensor.
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Figure C5-6. AACS/Sun Sensor and AACS/Canopus Tracker Interface
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Dual Cano us Star Trackers. CT 1 ts dedicated to HYBIC 1 and CT 2
_s dedtcated_[o71Yl_C_Zas_tqure C5-6. No cross strapping ts
provided. Powe: to the CT ts selected by either ground command or by a Power
Code generated by the HYPACE software.

SECTION 7

PERFORMANCE °EOUIREIqENTS

The sensor logtc ts executed every 240 ms.
are read every 60 ms.

The sun sensor ar,d CST

SECTION 8

INPLEMENTATION CONSIDERATIONS

8.1 HAROklARE/SOFTWARE/R ESOURCES

The sun sensor and CST lo9tc use 274 AACS words. To process
cammnds from CCS to AACS requires 69 words. The reads require lOS words.

8.2 JPL FLIGHT EXPERIENCE

Shortly after launch of Voyager 2 (the first spacecraft launched),
bright particles, entering the field of view of the Canopus Star Tracker,
caused flybacks and sweeps to recover Canopus reference. The repeated
occurrence of thts effect with the attendant Sun Sensor bias correction,
caused a butldup of pulses. These pulses, which are used for attitude
correction burns, exceeded established 11mIts thus Initiating a thruster
bnanch swap.

Thts effect, called the "Bump tn the Night', was corrected by using
a sltqhtly different approach to correct Sun Sensor btases. Thts problem,
although corrected, ms exacerbated by the fault protection and correction
logtc. Hore detection logtc and better dynamic s|mulatton would have helped
to correct the problem durlng the design or prelaunch testing phase.

SECTION 9

VALIDATION

TBD

C5-14



Appendtx C

Sect ton C6

Trajectory Correction and Attttude Propulsion

Unit (TCAPU) Fault _tectton

C6-1



I)ESCRIFrION OF AN AUTONO_US FUNCTION

SECTION 1

FUNCTION NAI_

Trajectory Correctlon and Attlt_e Pr®ulslon Unlt (TCAPU) Fault
Oetectlon.

SECTION 2

FUNCTIONAL DESCRIPTION

This routtne now In use on Voyager perfoms thruster pulse rate and
angular posttton error checks to detect fatlures tn the TCAPU thrusters, and
contatns the procedure for svrltchtn9 to red_mdent thrusters, and/or redundant
Hybrid Buffer Interface Ctrcuits (HYBICs) or Fltght Control Pro_jramers
(FCPs).

SECTION3

GENERAL REQUIRENENTS

3.1 MISSION REQUIRE)IE NTS

The spacecraft must be able to mtntatn tts attitude durtng all
phases of the mtsston. Any stn(j]e point fat|ure tn the attitude propulsion
untt shall be detected and correction provided.

3.2 SYSTEN REOUIRENENTS

The spacecraft shall provtde fault detection and correction
algorithms to switch tsolatlon valves tn the event of a propulsion thruster
fatlure. The Attttuae and Articulation Control System (AACS) shall swttch
TCAPU's wlhen abnormal leakage Is detected or when high angular rates or large
posttton excursions of the spacecraft are measured. The algorithm does not
execute If the spacecraft ts tn either the Launch mode or the Propulsion
Nodule mode since TCAPU thrusters are not used, or tf a commanded turn of any
type ts tn progress In which case the thruster pulstng rates can be quite
large. The premise of the commanded turn Itself ts that the spacecraft's Z
axis wt11 eventually be pointed, not at earth, but tn some other direction.
Therefore, the primary objective of the fault detection/correction software,
whtch ts to matntatn Htgh Gain Antenna (HGA) borestght axts pointing at earth,
would not be served by placing the commended turn process within the purview
of the TCAPU Fault Correction Control a1_rftM.
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SECTION4

SUBSYSTElll FUNCTIONAL OPERATION

As shown tn Ftgure C6-1 the ]ogtc examines the posslb]e operating
modes;Celestial Crutse Maneuver (CC), Ro11 Inerttal (RI), A11-Axls Inerttal
(AAI), and Trajectory Correction Maneuver (TCM). Two of these modes, AAI and
TCM, use 9yro measurements to detemtne pitch and yaw angular position error.
In the face of certain types of thruster fatlures which can cause spacecraft
acce|eratton tn these modes, tt ts necessary to examtne the pitch and yaw
angular posltton error to prevent very raptd ]oss of Earth-orientation. In
the RZ and CC modes, such a position error check Is already provided tn the
Rode Monttor and Initialization routine based on the measurements obtained
frm the Sun Sensor; therefore, tt is desirable to check angular pesttton
error only _n the AAI and TCM modes as far as the TCAPU Fault Correction
Contro} aTgorttim is concerned.

There are a|so a number of thruster fat|ures which can also cause
spocecraft drifts (i.e., at a nHr|y co,stint |ow rate) or abnormal operation
along a deadband edge. In these cases, near-mxtmum duty cycle pulsing wtl1
occur on a thruster M_lch is trTing to counteract the effects of a
"stuck-open" opposing thruster, or apparent near-maximum duty cyc]e pu]sing
frm a "stuck-c|osed" thruster. Therefore, a pu|se rate detection scheme is
incorporated In the legtc to distinguish such faults from the normml mode of
thruster operation.

If either the angular postttun error or thruster pulse rate exceeds
the prescribed |trait, contro| ts directed to the fau|t correction |ogtc where
the mode is again examined. If it ts the TClq that has produced the fau|t, the
TCM burn t s tmmdtately aborted by changtng the mode back to AAI. It t s
assumed here that ground-based analysts can detemtne the cause of the problem
and take appropriate action to correct It. For any other mode, the logic
proceeds to tso]ate the fau]t wtth regard to to]| axts control or *.o pitch/yaw
axts control. Wtth this accomplished, It ts determined whether previous
faults have been detected tn thts axis, and tf not, the b_ckup thruster set
(etther pitch/yaw or roll) |s stopped for the set in use. If a swap of
redundant thruster sets has already taken place, tt ts assumed that thts ts a
"persistent" fault whtch must have occurred tn the thruster interface tn the
HYBIC. A s_p of redundant HYBICs ts then Initiated by ca]|ing the
Catastrophe Hand]er subroutine.

?:.tar proper corrective action has taken place, the process of
recovery from the fault begins. Large angular errors may persist or
additional large angu|ar errors may persist, or additional large pulse rates
my be required to recover; therefore, the a|gortthim increases (doub|es) the
angular error and pulse rate ltmtts after initiating corrective steps. Later,
after the situation has been stabqlized, the orlgtnal ]traits can be restored
by ground commnd.
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SECTIOll 5

SUBSYSTEM FUNCTIONAL REQUIRENENTS

5.1 INPUTS

Entries to this routine are (I) enable flag, (2) wait flag, (3)

turn flag, (4) turn tl_r and counters, and (5) mode flags. These flags are

set by the Computer C_nd System (CCS). Ground command can also set the turn

flag and turn _Imer and counter.

5.2 PROCESSING

This routine can be enabled or disabled only by direct CCS

command. As shown in the flow diagram of Figure C6-2, It wlll also be

temporarily disabled mile a _BIC swapping operation is In progress.

Baslcally, two types of tests for thruster failure are performed in
thls algorithm. One is a test for spacecraft attitude {angular) error; the

other Is essentially a thruster pulse rate test. Each type of test is
pe_ome.d for e_ch control axls; pitch, yaw, and roll.

To provide data for the pulse rate test, the control law (60 ms)
subroutine wtll increment a counter each ttme It decides that a (+) or (-)
thruster is to be open during that particular 60.m control computation
tnterval. In the usual cruise condition, TCAPU thrusters are permitted to be
open only 10-20 ms during the 60 ms control computation Interval, and the
pitch, yaw, and roll "open" perlods are staggered within that 60 ms interval

to save power. Under these conditions, the count will truly represent pulses,
i.e., transitions from "closed" to "open" valve states. However, during
spacecraft turn maneuvers and certain situations tn which large maneuvers are
needed to reacquire Sun or star references, thruster power sharing is disabled
and all thrusters are allowed to remain open throughout the 60.ms interval.
In these cases, pulse count does not necessarily reflect valve state changes,
but simply total "open" time. Of course, tt is also possible that a pulse
count represents onl) the attempt to open a thruster that may have failed

_e Conversely, no pulse count Will be directly produced tn case of ar open failure,--but presumably the opposing thruster wtll be commanded
to open in an attempt to maintain control and thereby produce an unusual pulse
count.

By periodically resetting to zero the pulse counts thus obtained
for each thruster, the test becomes one of monltorlng pulse rate. The period

selected for pulse-count accumulation Is 5 mln. The pulse-count limlt for

that period Is set at 750 pulses. Slnce the maximum number of pulses possible

(per thruster) in S _n is 4800, the 11mlt represents 16% of the maximum pulse

rate. Thls was designed to prevent certain relatlwly hlgh-rate hut normal,

pulsing mneuvers, such as Sun sensor blas insertion (or removal) from

trlpp1_ the llmlts, but at the same time to dlstlngulsh serious thruster

problems.
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Generally speaking, the pulse-rate test is designed and best suited
for identifying closed failures or extremely degraded thruster output cases,
In a cruise situation, if the thruster cannot reverse the vehicle angular rate
at the control deadband edge, the pulse-count limit will be exceeded in about
45 s. At a cruise ltmit cycle rate of 10 tad/s, this means finding the fault
oefore an angular excursion of 0,026 deg beyond the deadband. Since a great
deal of importance is attached to maintaining Earth-spacecraft communications
through the high-gain antenna, limiting angular excursions due to failures is
particularly critical in pitch and yaw, since the roll axis is the antenn_
boresight axis. A partial-open failure (i.e., a large leak) is also well

suited to the pulse rate test, where the opposing thruster is able to maintain

angular error control, but is required to expend relatively large amounts of

propel lant.

On the other hand, in a total or near-total open-failure condition

where the opposing thruster is unable to effectively counteract the failure

(particularly it if can only pulse for 10-20 ms), the angular error will

quickly increase to a very large value before a pulse count limit of 750 could

initiate a timely correction. In such a situation._ the only effective method

of detection is an absolute angular error ]imlt. For this purpose, a limit of

2 (leg was chosen, primarily because it is just below the saturated output

level of the Sun Sensors' angular error detector.

Figure C6-2 indicates one additional circumstance that can

temporarily disable TCAPU fault testing during a turn maneuver's starting or

stopping transient. A relatively large number of pulses are produced during

these transients that could falsely trigger the fault detectors. Thus, for 30
s at the start and 60 s at the end of a turn, the tests are bypassed.

However, during the cruising portion of the turn (some roll turns are hours
long), fault testing is carried out as usual. Figure C6-2 also shows

the pulse rate test is performed for all axes in all control modes, but the
angle limit is not used for the roll ax--xTsduring _ Roll Inertial or

Celestial Cruise control modes. This is due to the likelihood of undesirable

interactions wit _ the Canopus Star Tracker (CST) logic, particularly the

"flyback-and-sweep" feature used to locate a star within its +3.5 deg field of

view. Such an action, which is quite common in those modes, c--ouldneedlessly

trigger the 2 degree angle limit. While this leaves the roll axis somewhat

more vulnerable to roll thruster open failures, the impact on communications
is not serious.

When a fault is detected, it is ._ecessary, because of the TCAPU

arrangement of latching iscTatlon valves (see Figure C6-3), to pinpoint the

problem in either a pitch/yaw thruster group or a ro11 thruster group. Action

can then be taken to command a change in isovalve states to close off the

offending group (in either Branch 1 or Branch 2) and activate the redundant

group o;; thrusters in the other branch. However, in the case of a trajectory

correction maneuver (TCM), which may employ either the 4 TCM thrusters alone
or in addition to the other 6 thrusters, a fault detected in pitch or yaw

wou1"J not necessarily indicate whether a TCM thruster group or the other P/Y

group was at fault. Therefore, in the TCM mode, the action taken in response

to any TCAPU fault is simply to abort the maneuver by closing the TCAPU

isolation valves. Ground controllers can then analyze the telemetered results

and take corrective steps at a later time. Notice that if a failed TCM

thruster is discovered, it can be isolated from the system and subsequent

maneuvers can still be accomplished using a half-system.
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Having detected a problem and taken autlon to correct it, the

algorlthm will reset the angle limit to 13 deg, which is near the maximum

angular error that can be held in an 18-blt memory word at a scale factor of

0.357 arc-sec/bit, and double the pulse-count limit to 1500. These two
actions provide the attitude control system with sufficient margin to recover

fro a real thruster failure transient. Also, the test timer and accumulated

pulse counts are reset to zero.

If, by chance, swapping to redundant thrusters does not cure the

problem, another error limit violation in the same area (P/Y or Roll) Will

cause a HYBIC swap to be executed. Again, as in the case of repeated "gyro

faults", the suspicion is that some portion of the interface hardware must

therefore be the source of trouble. In that case, an "Omen," followed by a

special diagnostic power code, will be sent to CCS. If a HYBIC swap is

triggered here, all memory of previous TC_U plumbing swaps is erased,

although the plumbing will not be simultaneously swapped back again. It will,

of course, be up to ground controllers to restore test limits to their normal

values after any TC_U fault corrections.

5.3 OUTPUTS

Angular and pulse limits are output to the gyros logic, to the
thrusters and the CCS. Upon detection of faults, the following power codes
may be sent: P0044, PC064, and PC066. k_en, as a result of a pulse test
fatlure in TCAPU during the TCM, this maneuver is aborted and the mode ts
returned to all axis inertial with appropriate Initialization.

_m

SECTION 6

INTERFACE

Figures C6-4, C6-5, a,;d CG-G show the interfaces with the

isolation valves, the pitch and yaw TCAPU wives and the roll TCAPU valves.

f-

NYll,,: ! I_l l

N. ¢Nml )Or !

s.lvll_ z

],v

Figure C6-4. Isolation Valve Cross-Strapping

c6-g



FCP

A

PY_
PROPULSION

REG

DRIVf.R

30v
P Y PwR

HYBIC 2

FCP
B

J- PWR

I_tOPULSION
REG

PYI

P, Y2
DRIVER

Figure C6-5. Pitch and Yaw TCAPU Valve Cross Strapping

_RO_L- I I
SION REG t_IEDRI VIER

HYBIC 2

J-PWR

PROPUL-
SION REG

15V INJ

xq _JR
IOV INJ
Yx PWR

TCAPU

' :X (ROLL)VALVES
B,ANK |

I

XY (ROLL)
VALvqES

!'o'1 I
I

IPU

YX (ROLL)
PREDRIVER VAL vf..S

I
DRI V1ER _ TCAPU

) _V (ROLL)
-A VALVES

SANK 2

J- I_VR

30V YAW
_OR ROLL)
PWR

Figure C6-6. RolITCAPU Valves and IPU Valves Cross Strapping

C6-I0



SECTION 7

PERFORMANCE REQUIREMENTS

This routine is performed every 240 ms except during the Launch

phase and HYBIC swaps,

SECTION 8

IMPLEMENTATION CONSIDERATIONS

8.1 HARDWARE/SOFTWARE/RESOURCES

This routine requires 97 words in the AACS.

8.2 JPL FLIGHT EXPERIENCE

Several unexpected problems wlth the S/C hardware and software

caused the swap of thruster branch plunW)ing and subsequent circuitry swapping

in an attempt to correct the problems,

These problems were:

Propulsion module separation - A planned isovalve reset delayed
thruster firing causing a buildup of
attitude errors.

"Bump in the night" - Repeated flybacks and sweeps to

recover Canopus reference caused

a buildup of pulse counts for
attitude correction.

Pitch, turn, overshoot and

high duty cycle oscillat!._ns - Narrow deadbands and thruster plume

impingement caused attitude errors

during certain turn maneuvers.

Magnetometer Boom Deployment - Unexpected spacecraft rates due to

boom deployment caused a buildup of

pulse counts in attitude
correction.

Sun Sensor Transient - A temporary pitch sun sensor anomaly

induced an unacceptable attitude
error,
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Comte nd Error

A propulslon system pressure loss

comblned with thruster plume

Implngement degraded thruster

performance sufflclent to cause a

bulldup of pulse counts above
1Imlts.

The spacecraft recovered from these events uslng the fault

correctlon software routlnes by returnlng to a safe, stable state. The

problems mentloned above were corrected by widening deadband, Increasing
llmlts, and/or Inhlbltlng the thruster fault routine during transle_t
effects.

SECTION 9

VALIDATION

TBD
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SECTION 1

FUNCTION NAME: TRNSUP

S[CTION 2

FUNCTIONAL DESCRIPTION

The purpose of the TRNSUP routtne is to provide a means of
verifying the integrity of the Computer Commnd Subsystem (CCS) and Attitude
and Articulation Control Subsystem (AACS) prlor to the execution of a critical

on-board functlon--typlcally the spacecraft attltude-modlfylng activities

associated with a propulsive trajectory co,-rectlon maneuver (TCM). The use of
the tandem check capability of thls routine requires that both halves of the

CCS be functioning properly. In the event of a failure of one half of the

CCS, or a decision to not use both halves, TCMs may be executed without use of
the tandem check function.

2.1

outputs.

TRNSUP INTERFACES

Figure C7-1 illustrates the TRNSUP inputs, processing and

SECTION 3

GENERAL REQUIREMENTS

3.1 MISSION REQUIREMENTS

The basic requtremnt for the existence of a routine of thts type
ts that a TCM shall be executed within certain ltmtts or not executed at all.
Also, the criticality of a TCN Is such that all resources avallable shall be

used to insure Its proper execution. Therefore, both halves of the CCS shall
be used to implement the tandem check function within TRNSUP.

3.2 SPACECRAFT REQUIREMENTS

In support of the basic requirement stated above, the following
spacecraft requirements shall be implemented.

3.2.1 Health Check

The ability to verify basic health of the primary executors of the
TCN (CC$ and AACS) before actual execution.
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3.2.2 Tandem Check

The ability to utilize both halves of a redundant subsystem (CCS)

to validate the correctness of the critical commands issued by that subsystem
during execution of a TCM.

3.2.3 Commanded Turn Verification

The ability to verify the duration of commanded turns as executed
by the AACS.

3.2.4 Spacecraft Reorientation

The ability to direct the re-orientation of the spacecraft back to
the sun and earth if anomalous operation Is detected after the start of the

spacecraft attitude changes that precede the motor burn.

SECTION 4

SUBSYSTEM FUNCTIONAL OPERATIONS

The Tandem and Turn Support Routine (TRNSUP) ts optionally employed
whenever a spacecraft sequence ts to be executed that requires maneuvering
away from celestial references or tncludes a propulsive trajectory correction
event. TRNSUP ts loaded wtth the sequence as a uttltty routine and is called
by the executing sequence to perform the following functions:

(1) To issue CCS "tandem" events.

(2) To check key fault indicators as a go/no-go test for

subsequent sequenced events.

(3) To check for proper maneuver turn durations.

4.X TANDEM EVENTS

Tandem events issued by the CCS requtre that both CCS processors
agree on the timing (within 900 msec) and content of the command data bits to
be issued to the receiving subsystem (usually AACS). If either criterion is
not met, the command ts not issued, the executing sequence ts halted, and a
saftng sequence is called. The function of the saftng sequence is to assure
that subsequent recovery data are recorded on-board, and that the spacecraft
reacqutre Its celestial references. The two halves of the CCS execute the

tandem check process tn a master/slave configuration. The 'master' processor
wtll output a command only tf tt agrees with the command data bits sent to it
from the 'slave' processor. The slave processor wtll not output the command
to the affected subsystem, but wtll initiate an 'abort' sequence if it does
not agree with the data bits sent to it from the master processor.
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4.2 CHECKING KEY FAULT INDICATORS

Whenever it Is desired to check the status of fault indicators
stored in CCS prior to executing an event, TRNSUP offers the option for the
sequences to test for (a) prtor celestial reference ]oss, (b) CCS tolerance
detector trip status, and (c) error-indicating power codes from AACS,

If a prtor reference loss has occurred, the sequence is terminated.
If either a tolerance detector trip indication or an error-lndlcatlng power

code trace is present, the sequence Is temlnated and the saflng sequence
Is executed.

4.3 MANEUVER TURN DURATION

One final capablllty that the TRNSUP affords is checking the

duratlon of maneuver turns. The sequence can be deslgnecl to call TR_UP with
a "turn wlndaw open" and a "turn wlndow c1(_e" event. If TRNSUP detemlnes

that the TURN COMPLETE power code from AACS has been recelved at the window
open time (too short a turn) or has not been recelved at wlndow close tlme

(too long a turn), the sequence Is temlnated, a turn abort commnd is Issued

to AACS, and the general saflng routine Is executed.

4.4

C7-3.

FUNCTIONAL DATA FLOW DIAGRAM

The functional data flow dtagram ts shown tn Figures C7-2 and

SECTION S

SUBSYSTEM FUNCTIONAL REQUIREMENTS

5.1 INPUTS

Inputs to the routine shall conststs of 'calls' which shall request
a particular health check to be executed, and data which are the actu41
commnds to be valldated before execution. These calls and data shall
originate wtthtn other software (TAI_EX) tn the CCS. These calls shall also
detemtne whether the routine ts to be used as the master or the slave when
validating a command for output to another subsystem.

The OUTDRV routine shall fetch and makes avallable to the TRNSUP

r_tlne the other processor's c_nd data for valldatlon.

This routine shall also receive (via AACSIN) a turn complete slgnal

from AACS. This shall be used to verify the correct turn duration as executed

by the AACS.
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5.2 PROCESSING

5.2.1 Intttal tzatJon

This routine shall be entered at several different times during the
execution of a commanded turn maneuver. The first entry (TRNSTA) shall rccur
before a turn start, and shall serve to check the condition of the AACS and

Initialize the routine. The condition of the AACS shall be that proper star
and sun acquisitions be in effect, and that no "omen" power code has be_n
received. If either of these conditions exist, the maneuver routine

shall Ix) terminated. In additlon, if an "omen" power code has been received,

or if the other CCS processor has had a tolerance detector trip without this

processor experiencing one, the abort sequence of Table C7-I shall be

executed. The abort sequence shall not be executed for a loss of acquisition

because the normal CCS response to an acquisition loss will accomplish

approximately the sane thing. Once an "omen" or loss of acquisition has been

(ecelved by the CCS, ground intervention shall be required to remove the
Indlcation from the CCS.

5.2.2 Tandem Command Check

After the initial AACS status check and routine Inltlallzatlon, the

maneuver execution shall proceed. If the maneuver is to be Ix_rfomed using

the tandem check capability, entry for each tandem command shall be at either

the master entry point (TR_) or the slave entry point (TRN_V). Either

entry shall cause the MCS status and the other CCS processor's tolerance

detector to be rechecked. Next, the routine shall prepare for the tandem

check process by setting up for a maximum of eighteen 50-mllllseco_ tests for

a tandem c_are. The slave processor shall then output the ta_m comwnd to

the master processor fo_parlson. Then each processor shall reduce a
ta__t-count word by one. The routine shall force the sequence support

routine to stay in the multiple-event mode and overlay the pointer to the

comm_ being checked with a point to the check sequence. Both processors

shall wait for the next check-time (SO mac) detemlned by the overlayed

multiple event block currently active in the sequence support routine. At

this point In time, the master shall be waiting to compare its command with

that transferred from the slave, and the slave shall be waiting for the master

to send a command for it to compare.

If the master receives and agrees with the command transferred from
the slave within eighteen checkttmes (900 reset), it shall output the commnd,
first as a non-execute command to the slave processor, and then as an execute
command to the AACS or other user. The slave processor shall then compare the
command it received from the master wtth the command it originally sent, and
if they agree, it shall allow the sequence to proceed. If either processor
disagrees with the other, or the 900 milliseconds elapses, the abort sequence
of Table C7-1 shall be executed.
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Table C7-1. Haneuver Abort Sequence

1. DSS ON

2. DSS RECORD 7.2 KBPS OR NO COMMAND*

3. FDS 1200 B_, TCM TELEMETRY MODE

4. TURN ABORT

5. ALL AXES INERTIAL

6. DEADBAND UPDATE

7. DISABLE ROLLBACK

8. WAIT 6 MINUTES

9. SUN SENSOR SEARCH ENABLE

10. WAIT I SECOND

11 _ START CANOFUS SEARCH

* DEPENDENT ON MISSION PHASE.
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After each processor has finished processing the tandem command,
the routine shall restore the multiple-event pointer for the tandem sequence
in sequence support routine and return to that routine.

5.2.3 Turn Stop Check

Because the AACS determines when a commanded turn shall end, the

CCS shall verify that the end occurred within a time window. The maneuver

sequence shall therefore open and close that window.

The window shall open by a transfer to the TRNWOP entry point.

This entry point shall check an indicator word which shall be all zeros if the
turn-complete power code has not been received (should not have been at this

time). The window shall close by a transfer to the TRI_CL entry point. At

this time the indicator word should be non-zero, and if it is the maneuver

shall be allowed to proceed. If the indicator is wrong at either check, the

abort sequence of Table C7-I shall be executed.

5.2.4 Constraints

(1) This routine shall be entered from a multiple-event

pseudo-event from the sequence support routine only.

(2) The specified time spacing between commands in that

multiple-event block shall be in the centisecond time-base.

(3)

(4)

All commands to be checked in the tandem mode before execution

s-'h'_llbe assembled in the multiple-event block with Bit 1=0.

Additionally, DC commands must have Bit 2=I also.

Prior to the actual commands or turn duration to be checked,

this routine shall be entered at (transferred to) TRNSTA to

initialize the routine and verify AACS status.

5.3 OUTPUTS

This routine's outputs shall be determined, in part, by its use as
either the 'master' or the 'slave' when command validation before execution is

utilized. If used as the master, this routine shall output a command,

originally input from other software, to the required external subsystem,

typically AACS, and to the other half of the CCS (both via OUTDRV). If used

as the slave, this routine shall only output the command to be validated to
the other half of the CCS.
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SECTION 6

INTERFACE LIST

A listtng of the external interfaces is shown in Table C7-2.

SECTION 7

PERFORMANCE REQUIREMENTS

A valid tandem-check comparison of TR_UP shall occur within gO0

milliseconds of a TRNM_ or TRNSLV entry.

SECTION 8

IMPLEMENTATION CONSIDERATIONS

8.1 GENERAL DESCRIPTION

This routine was modeled after a similar routine in Viking.

However, the Viking routine required that all commends associated with a
maneuver from start to finish be in tim tandem mode. For normal TCMs thls

was acceptable even though some of the c_nds were not critical. For

Voyager, it was desired to use tim ta_N1em-che_ capability for turn commands

associated with a science (non-pr_ulslve) maneuver as well as TC_. Science

maneuvers typically have many non-crltlcal commands. Because more CCS memory

Is required to issue commands In tim tandem mode, Voyager required that this

capability be lwlmente_l on a selective basis.

Regardless of the method used, the use of redundant halves of the
CCS for output validation necessitated that the hardware design provide for a
data t,lterchange between halves. Without this hardware capability, command
validation by TRNSUP could not be accomplished.

8.2 RATIONALE FOR TECHN[QUES USED

With implementation of a selected tandem-check function as opposed
to the Viking all-or-nothing approach, the tandem-check maximum time went from
a hardware-controlled 160 milliseconds to a software-controlled 900
milliseconds. Thts necessitated the use of the ttmkeeptng function available
within the TARMEX routine for detemination of the maximum check time of 900
msec. The 900 milliseconds was selected because there could be up to 500
milliseconds of time skew between halves of the CCS when using this software
scheme. The Viking hardware approach ms not affected by this skew.
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8,3 FLIGHT MODIFICATIONS

None.

8.4 IMPACT OF NEW TECHNOLOGY

This routine was necessary because the host computer contalns no

inherent capability to validate outputs before transmission. A software

tandem check function such as this routine typically would not be required

where the host computer had fault tolerance built into its basic architecture

such as proposed for the Redundancy Management Subsystem (RMS) for DSCS Ill.

However, the desire to check the status of other subsystems prior to issuance

of a critical command may still be a software requirement.

B.5 RESOURCE REQUIREMENTS

The TRNSUP routine requires 68 words of CCS memory. Each entry at

TRNSTA requires 2 words within sequence memory. Each entry at TRNMAS or

TRNSLV requires 4 to 8 words of sequence memory depending on command type.

SECTION g

VALIDATION AND TEST REQUIREMENT_

Validation and test of the TRNSUP routine shall be acco_lished at

two levels: subsystem and system.

g.1 SUBSYSTEM VAL IDATION

At the subsystem level, verification of the coded routine's ability
to satisfy the specified requirements shall be accomplished by simulation of

the execution of the routine on a test computer rather than the host computer.

This shall allow easy variation of the input calls and data ta validate proper

operation of the routine.

As in any software system, individual routines or software modules

are designed to operate in conjunction with other software routines or

modules. ConsP,quently the TRNSUP routine shall utilize the following routines

during simulation testing at the subsystem level:
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9.1.1 TRNSUP Activation

TARMEX shall provide the time-separated inputs to activate TRNSUP.

9.1.2 Timing Inputs

TRAPS, COINTS shall provide timing inputs to TARMEX so that it can
output the time-related calls to TRNSUP.

9.1.3 Command Data Transfer

OUTDRV shall provide the other processor's command data to TRNSUP

and shall output TRNSUP commands to the other processor and subsystems.

9.1.4 Attitude Control Inputs

AACSIN shall provide the Attitude Control inputs for TRNSUP (AACS
health and turn c_nplete slgnals).

9.1.5

execution,

Fixed Constants

GLBCNT shall provide the fixed constants used by TR_SUP during

9.1.6

by TRNSUP.

Variable Memory

VARABL shall provide the variable or 'scratchpad' memory required

9.2 SYSTEM (SPACECRAFT) LEVEL VALIDATION

T_.
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SECTION 1

FUNCTION NAME: ERROR

SECTION 2

FUNCTIONAL DESCRIPTION

The ERROR routine is included within the Computer Command Subsystem

(CCS) software system to respond to anomalous CCS hardware and software

conditions. It typically puts the CCS in a known, quiescent state and waits

for ground action.

2,1 ERROR ROUTINE INTERFACES

outputs.
Figure C8-1 illustrates the ERROR routtne's inputs, processing and

SECTION 3

GENERAL REQUIREMENTS

3.1 MISSION REQUIREMENTS

The CCS on board the Voyager spacecraft provides the command
decoding and distribution function. Because of the crtttcal nature of thts
function, both halves are powered and configured to receive ground commands at
all times. Therefore, the function of the ERROR routine shall be to minimize
the likelihood of a processor outputttng erroneous commands or interfering
wtth the other processor's abtltty to output valtd commands In the event of an
anomalous condition within a processor.

3.2 SPACECRAFT REQUIREMENTS

Upon sensing an anomalous condition within a processor, the ERROR
routine shall cease any activity In progress and revert to the 'wait' state.

In addition, an indication of the type of anomalous activity shall be stored

within the CCS memory to aid In anomaly determination and recovery.

SECTION 4

SUBSYSTEM FUNCTIONAL OPERATION

k_enever an abnormal condition in either hardware or software

exlsts within the CCS, the ERROR routine Is entered. The response generally

is to place the CCS in a known, quiescent state. Upon entry*, the routine
determir,e_ the source of entry and stores:
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(1) The error condttto..

(2) The value of its hours clock.

(3) The status of tts two Interrupt and mask registers.

(4) Three tndtcator_ _elattn9 to self-test and power-code
activity.

(5) Output unlt avallab111ty.

If the rollback feature Is enabled (rollback refers to the

capab111ty of restarting a predesignated portion of a sequence), then It_

partlcula_ tln_/event reglon is flagged to be restarted If and when the Pk_CHK
routine requests It.

The PWRCHK routine ts entered if I) output unlt Inltlallzatlun has

occurred, 2) ERROR has successfully re-enabled Itself and the power

low-voltage response, and 3) the reason for entering ERROR was_ In fact, a CCS

tolerance detectlon trlp or an undervoltage trlp Indlcatlon. Other_dse, the
rollback table wi11 be disabled and CCS w111 go to a WAIT state.

4.1

C8-3.

FUNCTIONAL DATA FLOW DIAGRAM

The functional data flow diagram ts shorn In Ftlures C8-2 and

SECTION 5

SUBSYSTEM FUNCTIONAL REQUIREMENTS

5.1 INPUTS

The ERROR routine shall respond to the following hordware and
software detected errors.

5.I.I Ha rdwa re

(1) A low voltage condition exists.

(2) A primary comma,_ sync stgnal has been received before the
previous one was processed.

(3) An tnternal CCS error has occurred.
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5.1.2 Softwa re

(1) The prlmany output untt has been unavailable for 14 seconds or
1onge r.

(2) The self-test s_r_tlne has not executed pr_erly.

(3) A secondary c_mnd sync slgnal has been recelved before the

prev1_s one was processed.

(4) The sequenc!ng support r_tlne (T/U_IqEX)has been asked to

actlvate more t1_/event tables than It can handle.

(S) The output buffer has over_F1_d.

(6) Ourlng launch a processor Is countlng fast relatlve to the

other processor and the F11ght Data Syst_ (FOS).

5.1.3 Rollback

The ERROR routtne shall also respond to a rollback Identification
request from TARHEX. k_en this request ts received, the ERROR routtne shall
set an Indicator which shall ldenttfy the sequence to be restarted tn the
event of a power low-voltage condition.

5.2 PROCESSING

lmmdtately upon activation by any of the above anomaly conditions,
the ERROR routtne shall staple and store the condition of the following
hard_ re/softwa re funct tons.

(I) Condltlon of hardware error f11p-f1_s.

(2) Status of Interrupt reg|ster I.

(3) Status of Inter_pt reglster 2.

(4) Absolute hour count.

(5) Power Code actlve Indlcator.

(6) Self-test actlve Indicator.

(7) Output unlt excluslve-use Indlcator.

(8) Status of mask reglster I.

(9) Status of mask register 2.
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The routine shall provlde the capablllty to store two sets of the
above data for two consecutive error condltlons.

The routlne shall also check to determine if the rollback feature

is enabled. If it is, the associated tlme/event table shall be flagged to be

reactivated _hen the Power Recovery routlne provides for It. A reset/

inltlalizaiton function shall be provided which does the followlng:

(x) Ensure that the other processor Is inhibited from

communicating wlth its output unit, unless It successfully

passes its self-test routine.

(2) Teminates the following activities If in progress:

(a) Command decoding.
(b) Nemory dump.

(c) Sequence activity (except rollback).

(d) FDS/AACS memory Io_.

(e) Power code processing (momentarily).

(f) DSS tape positlonlmj.

(3) Clears the following:

(a) Other-processor data.

(b) Output unit not-avallable tlme-counters (2).

(c) Output buffer,
(d) TARMEX tlme and block schedules.

(e) FDS/AACS memory load pointer,

(f) Power code processing indicators.

(g) DSS tape directlon/actlve Indlcator.

(h) Power low-voltage enable.

(4) Resets output and telemetry buffer pointers,

(5) Disables interrupts and unmasks the following interrupts.

(a) Error.

(b) DSS tape inputs.

(c) Power codes for AACS.

(d) Internal interrupt (used during sequence execution)

(e) Checksum.

(f) Command decoding.

(g) Demand Read (data from other processor).

(h) I pulse per hour (P_) timing input.
(i) Radio Frequency Subsystem (RFS) failure inputs.

{j) Power inverter switch and Infrared Interferemeter

Spectrometer (IRIS) supply failure.

(k) Self-test.

The output-inhibit clamp that each processor applies to the

other shall always be in effect. The inhibit function shall only be

momentarily overridden by successful execution of the self-test routine prior

to the outputtlng of a command. In th_s manner, the outputtlng of an

erroneous command by a malfunctioning processor shall be minimized.
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After the reset/tnlttaltzatton function ts completed, thts routine
shall Initialize the output units for future use, provided that the detected
error condition ts not associated wtth a CCS processor-related error.

If the detected error is assoclated with a power low-voltage
condition, then thls routlne shall transfer control to the PWRCHK routine,

provided that such transfer has nnt been prevlously disabled by ground

command, and that the prior output unit i_Itlallzatlon has occurred.

If the detected error is not associated wlth power low-voltage, or

the routine has been disabled from responding to such a condition, this
routlne shall disable the rollback functlon.

A self-test function shall be provided to verify proper operation

of p-ocessur hardware and software prlor to the output of a command to an

ext _rnal subsystem.

Only if the hardware/software test is completed successfully shall
the processor be allowed to ouput commands to other subsystems. If an error
occurs at any time during the test, the test shall be immediately temJnated
and no com,_and enabling shall occur.

Specific actions taken tn testing the hardware/software for uorrect
operation shall be the following:

(1) Set a test latch to indicate that self-test is In progress.

(2) Set a test counter to zero.

(3) Inhlblt interrupts.

(4) Turn off interrupts 2-8 enable override.

The test counter shall be used to control the hardware/software
checks made during the self-test while the test latch is set. The test

counter shall be set to zero when the test Is initiated and incremented by one

at Bit-Pulse-Last of every instruction unless the test counter has reached its
final value of 127.

Test count cycles 1 to 15 shall be utilized to verify proper
hardware register (memory address, memory data, program counter) operation.

Test count cycles 16 to 127 shall be utilized to check software instruction

execution. The instruction execution shall be designed to detect execution

errors to the maximum extent possible. When an error is detected the test

latch shall be reset as an indicator of erroneous operation.

The self-test shall be temlnated unsuccessfully if any of the

following conditions occur:

(I) A constraint vlolatlon Is detected by the hardware during test
counter values 1-14 inclusive.

(2) An error condition interrupt occurs.
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The self-test shall be terminated su:cessfully if the test latch is
still set when the test counter reaches 127. In this case, command outputtin.q
shall be enabled.

5.3 OUTPUTS

The ERROR routine shall output an initialization command throuqh

the OUTDRV routine to the output units only if the error condition was due to
a power low-voltage condition or a software error not associated with

self-test. All other error conditions may interfere with the successful

outputting of a command, and outputting shall therefore be inhibited.

If a sequence has been identified for rollback after a power low

voltage condition, the ERROR routine shall set a special indicator for
ultimate use by PWRCHK to re-enable that sequence.

An inhibit shall be applied to the other CCS processor during

execution of this routine. The other processor may momentarily override this

inhibit by successful ly executing its self-test routine.

SECTION 6

INTERFACE LIST

A listing of the external interfaces is shown in Table C8-1.

SECTION 7

PERFORMANCE REQUIREMENTS

No additional requirements.

SECTION 8

IMPLEMENTATION CONSIDERATIONS

8.1 GENERAL CONSIDERATIONS AND RATIONALE

The ERROR routine was designed to terminate any pre-programmed

sequence currently active, and to prevent any command output if the detected

error condition might cause erroneous commands to be issued. This approach
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was dictated by the fact that command outputs out of each output unit

(hardware) are wire-or'd. Therefore, any failure mode which could cause

erroneous outputs from one half of the CCS interfering with the other

processor's ability to output p_er c_nds must take precedence over

maintaining two active CCS halves. It should be noted that disabling a

processo - by its ERROR routine does not prevent receiving commands if there is

no failure associated with that function. Indeed, coR_ands would typically be

used to read out failure indicators and status indicators following an error

response. After the error was diagnos_ and corrected, the processor would

typically be re-enabled by ground command.

8.2

processor.

REQUIRED RESOURCES

The Voyager CCS ERROR routine requires 230 memory _ords in eacn CCS

8.3 JPL EXPERIENCE

This routine has not been entered _j any error condition on board
the Voyager spececraft since launch.

SECTION 9

VALIDATION AND TEST REQUIREMENTS

Validation and test of the ERROR routine shall be accomplished at

two levels: subsystem and system.

9.1 SUBSYSTEM VALIDATION AND TEST

At the subsystem level, verification of the coded routine's ability

to satisfy the specified requirements shall b_ accomplished by simulation of

the execution of the routine on a test computer rather than the host computer.

This shall allow easy variation of the input calls and data to validate proper

operation of the routine.

As in any software system, individual routines or so, modules

are designed to operate in conjunction with other software rout' *or

modules. Consequently, the ERROR routine shall utilize the followinq routines

during simulation testine at the subsystem l?vel:



9.1.1 Rollback Request

TARMEXshall provide the sequence-table rollback request.

9.1.2 Timing Inputs

TRAPS, COINTS shall provide timing inputs to TARMEX so that it can

output the rollback request.

9.1.3 Output Unit Response and Commands

OUTDRV shall provide the output unit response error and process the

output unit initialization commands from ERROR.

9.1.4 Power Low-Voltage Response

PWRCHK shall provide the response to the request from ERROR

resulting from a power low-voltage condition.

9.1.5

execution.

Fixed Constants

GLBCNT shall provide the Cixed constants used by ERRO_ during

g .I.6

by ERROR.

Variable Memory

VARABL shall provide the variable or 'scratchpad' memory required

9.1.7 Error Condition Testing

The hardware-related error conditions shall be tested by special

simulator configurations during test sequences designed to test those
functions.

9.2 SYST_ (SPACECRAFT) LEVEL VEI_TION _O TEST

_.
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INTRODUCTION

Thls report suIwrlzes the results of a study to develop the

beneflts and the reasons for uslng centrallzed processlng nn autonomous

s__ft. A slmllar Study developed the arguments for decentrallzed

processlng. For the sake of developlng the arguments for and agalnst either
archltecture, the deflnltlons of the archltectures were de|Iberataly set at

the extremes of the posslble spectrum. Thus, nelth_r archltecture was

necessarliy Intended to represent a llkely candidate for flight use.
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SECTION1.0

CENTRALIZED SYSTEM DESIGN ARCHITECTURE FOR AUTONOMOUS SPACECRAFT APPLICATIONS

The architecture of a centralized system was defined to have the

following characteristics:

o All processing performed by one function.

0 Data from sensors supplied in raw or multiplexed form to

the central processor.

Control comFands passed to user functions and acted upon

without further processing.

A simpllfled diagram of this architecture is shown in Figure DI-I.

Conceptually, a11 processing could be done by a single Central

Processing Unit (CPU), however, multiprocessors were a11owed for purposes of

this study. Similarly, although conceptually a single Random Access Memory

(RAM) and one mass memory could be used, multlple memories were permitted.

In the remainder of this report "centralized processing" is used only to
refer to the concept of performing al| spacecraft processing in one place.
In practice, a multtprocessor configuration would probably be used for better
internal fault protection, fIextble memory allocation, easing of processing
speed constraints, etc. However, a specific multtprocessor architecture was
not developed as part of this study.

SECTION 2.0

KEY CONCEPTS INVOLVED

The central processing function performs analysis of the state

of a11 spacecraft functions and infers spacecraft status as necessary to

ensure that the service functions, resource management fu_ctlons and routine

integrity maintsnance (non-fault related) functions are being carried out as
commanded.

Commands are generated by the central processor. In the absence

of faults these are sequenced commands, or commands which are triggered by an

expected condition (e.g., normal pointing errors, an eclipse, etc.). Commands

are transmitted to the individual spacecraft functions which carry out the

required actions.

Fault detection is performed by the central processor. Detection

may be done from direct sensor inputs via a spacecraft function which indicates

a specific fault, or by analysis of anomaly sensor data from one or more space-

craft functions. Faults are isolated to the necessary level by the central

processor, and commands to switch components, change tolerances, etc., to
correct the fault are issued to the affected functions. The central processor

includes the spacecraft central executive. Executive functions include:
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I) system level decision making for allocation of critical resources, 2)

priority arbitration in cases of competing subsystem requests, and 3) central

coordination of sequences and fault responses.

More detailed architectural questions were noC addressed.

Un:esolved issues include I) the strategy to be used to protect the processor

from internal faults, 2i the degree to which direct fault sensing would be

used vs. inferences of faults through analysis, 3) the implementation of the

exective functions, e.g., the degree to which a ma_ter/slave arrangement of

the multiprocessor is utilized, and 4) assignments of processors to types of

functions such as real time vs. batch mode processing.

Finally, architectural implications of payload data processing

and payload control were not considered. Only spacecraft bus processing

functions were addressed in the study.

SECTION 3.0

REQUIREMENTS THAT CAUSE SELECTION OF THIS ARCHITECTURE

A. Mission Requt re_nts

All future Alr Force sate111te mtsstons wtll have the following types

of requlrements for spacecraft bus functions whlch lead to a strong need for

a central processing subsystem:

o Normal operation without ground intervention.

o High reliabillty.

o Fault t_lerance.

o Long life with expendable resources.

o Low rtsk Implementation.

o Minimal mass and power requirements.

The first four requirements tmply that an executive control function is needed

on the spacecraft to provide functlonal priorities and protocols, rapid decision

making at the system level, system level resource a11ocatlon, and the central

agency to analyze faults affecting mere than one subsystem and to create the

opportunity for functlonal rpdundancy.

Central processing systems are much better understood and therefore

have lower risk than distributed processing systems. Mass and power requirements

are probably inherently lower for central systems than for distributed because

duplication of data bases and protocols is not required, and because a single

internal fault tolerant system can be used instead of proliferating redundant

processors throughout a distributed system.
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B. System Requtrements

I. Interaction Requirements

The interactive nature of the individual spacecraft functions

is the primary driver toward central processing. Figure DI-2 is an "N2" matrix

with the primary spacecraft functions along the diagonal. An X in the column

containing a given function indicates that it requires an input from the function

in the row that X is in. For example, the X in the box above attitude control

indicates that power is required by the attitude control function. Similarly,

an X in the row containing the function indicates an output from that function
to the function in the column containing the X. For example, attitude control

sends demands for power to the power subsystem.

Figure DI-2 illustrates clearly the highly interactive nature of the

subsystems. Thls high level of interaction makes an executive control system

imperative, especially for functions requiring prioritlzation such as resource
allocation and fault correction.

2. Cycle Time Requirements

Other than payload, only one function ts thought to require
continuous high frequency data processing. Thts is attitude control. In the
event of a fault, rapid response by the processor may be necessary, but fault
protection activities wtll (hopefully) be infrequent. All other functions are
not considered to be time critical. Thts means that attitude control wtll be
the driver on the selection of the size of a computer processing cycle time.
Enough adattional space tn the frame must be devoted to the routine functions
which are not time crittcal but which must oe monitored by the central processor.
Fault protection events requiring real time attention by the processor can
preempt the non-ttme critical routine events. Therefore, the CPU cycle ttme
wtll probably be sized by the real time attitude control requirements plus the
fault protection requirements.

3. Memory Requl rements

In terms of active memory size autonomous navigation is likely
to be dominant during periods when calculations are being performed. Estimates
of active memory required for autonomous navigation may range as high as 32K,

32 blt words. Again, fault protection activities are likely to require large

amount_ of mallory but should be infrequent. If mass data storage is available

the fault protection routines could be stored and could preempt navigation and

other non-crltlcal routine activities when required. The impacts of this

scheme should be minor, such as possible less efficient maneuvers or resource

management. ThereFore, active memory is likely to be sized by a combination

of _ttitude control, navigation and fault protection, plus the executive

functions to manage memory and cycle time resources. Other memory requirements

are likely to be relatively minor.
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4. Data Base Requlre,nents

The individual functions have considerable overlap in their

needs for access to data, especially for fault protection. For exa_@le, the most

likely way that a propulsion thruster leak wi;| be detected is by its infIuence

on the freque,_cy of attitude control activities. Problems in the power loads

are likely to be detected by a combination of thermal measurements and po_er

measurements. Therefore, ready access to a central data system by the fault

protection function is essential for reliable fault detection.

5. CL _trol Requirements

There is also considerable ,)verlap in the requirements for

functional control of the spacecraft. For example, thruster firings are required

for both attitude control and navigation. S_itchlng of redundant elements In

all functions Is done through the power function. Because such overlaps will

result in priorities and protocols being required to control the spacecraft,

control is most efficiently invoked by a central processor.

6. Mass/Power Requl rements

All Air Force missions have severe constraints on spacecraft

mass and power. Thts means that duplication of computers must be kept to a
minimum. _;tnce processors wtll probably be made fault tolerant through provision
of redundant processors for tnternal fault checking, a central processor subsystem
wtll require fewer redundant computers than a distributed processing system,
where each processor muse have two or more redundant backups.

A central processing subsystem can also make the most efficient

use of computer resources through management of tts multiple processo?s.

7. Summary of Spacecraft Requirements

Requirements which drive the autonomous spacecraft toward a

central processing subsystem include:

a) The hlghly interactive nature of the functions requiring a
central control and data base.

b) The fact that only one or two functions drive cycle time

and active memory size requirements. Thus, dedicated

processors sized for fault protection of specific functions

would generally be "idling" during normal operations.

c) The extreme likelihood that fault protection (at least)

will require an overview of fault symptoms from several

functions, and executive control to correct faults involving

or affecting more than one function.

d) The need to eliminate excessive dt,olication of computer

resources from a mass/power limitation standpoint.



C. Project Requt reme_ts

Air Force satellite missions have strong requirements _or long-
life/high reliability hardware and software, and for low risk. Central
processing systems, because of the experience base of industry and the Air
Force, are much lower risk than distributed processing systems. NASA's Galileo

spacecraft will have the most distributed processir}g system ever flown and this

system features control by a central processing subsystem.

Thus, the Air Force requirements for low risk drive processing
strongly to a centralized system.



SECTION 4.0

BENEFITS AND DETRACTORS

The benefits cf centralized processing are e_inly advantages in
system design and Implementation, many stemming from the use of a central

executive. The detractors are the magnitude of the job of managing one dominant

subsystem and the design and test constraints imposed on other subsystems.

AS Benefits

Advantages to centralizing the processing function fall in the

general areas of:

o

o

o

o

o

o

Benefits of a central executive.

Si_lifying system test and validation.

Design and control inherent in a single management area.

Simplifled control of interactive functions.

Potential system mass, power and interface advantages.

Accumulated industry experie_ce in management and technical

approaches.

1. Centra] Executive

A centralized executive function will almost certainly be

required in a Level 5 autonomous spacecraft design and is currently used in

planetary spacecraft designs, including Ga]ileo, with lesser degrees of autonomy_

The executive provldes the system level decision making capability for situatiof;s

where subsystem decisions are not permitted or must be influenced by information

not normally available to the subsystem. Examples include:

o Critical resource management - Control of both computer resourc_

(processing time, memory space) and expendables (prope|lant,

power, spares) must be centrally maintained to ensure system

response capability in the face of competing demands by sub-

systems.

o Priority arbitration - Design of sequences for no-mal spacecraft

operation or during fault correction attemp%s mu_t properly
reflect mlsslen and system requirements (rules) and may

require delaying or ignoring noh-crltical subsystem actions.
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Response interpretation - Faults my produce symptom in more
than one subsystem which can result in multiple (perhaps
conflicting or improper) responses. Central diagnosis and/or
response ts required to avoid these problem.

The central executive has access to all data, since it is by
defintlon a part of the central and only processing function, System proces:!ng
overhead is reduced compared to a completely distributed executive where it
would bc necessary to duplicate the executive In each of several processors,

A centrallzed executive should also be more adaptable to Including

functional redundancy for key spacecraft functlons. Functlonally redundant

l_lementatlons often increase subsystem-to-subsystem Interactlons and produce

different responses during faults, characterlstlcs which require more centralized
control.

2. Test and Validation

Centra]tzed processing provides advantages In testtng and
va]ldattng the spacecraft and tts software at the system ]eve1. However,
complete centra]tzatton may hamper develol0ment and test of some subsystem
prlor to integration at the system test ]eve]. The following addresses on|y the
spacecraft system ]eve] test and va|idatton.

o Response verification - Since a single system verifies response
to stimuli or faults, improper respon'.es are easier to trace
and trouble-shoot.

o Time correlation/time compression - Correlating ttme and
detemtntng the actual sequence of events (e.g., durtng fault
detection/correction acttons) Is simplified when processing
and control are handled by a stngle machine. (This attribute
of centralized processing appltes to In-flight operation as
well as ground test). Ttme compression to accelerate or step
through a test sequence can also be readtly accommodated.

o Memory access - Centralizing all memory results tn simplifying
processes requiring dumping the ,_emory and verifying contents.
Correlating and trouble-shooting distributed memory system
which are supporting interactive processing functions can be
d I fft cu I t.

o Audit tratl- Reconstruction of fault activities, when
performed by a centralized processor and memory, results tn a
clean, ttme correlated record of events which can be readily
compressed for storage and later retrieval.

o Valtdetlon tools - Techniques and procedures for testing and
validating central processing system are well developed and
tn use by industry.
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(I Simulation - System level st.ulattons are simplified since
the numerous paralle] paths posstble tn a distributed system
are not required. The ease of s|m]at|on of central processor
systems a]so :arr4es over from the spacecraft system test
phase to mtsston operations tnc]udtng operator training.

3. Stngle Management Agency

Inherent In the central processlng approach Is a slngle
management agency for procurement and development of hardare and software.

Advantages In har(lware development and procurement are obvlous and may be

_hared by dlstrlbuted approaches dependlng on the 1_lementatlon mode. Software

_na_t advantages wlth centra]Ized processlng can be slgnlflcant and fall
!nto two broad areas:

Technical consistency - Developoent and validation of all
software under close control of a com_n systems managemev_t
enttty reauces the chance for differing application or Interpre-
tation of system requlrements. Specifically, close control
of the following ts required:

- Interfaces

- priorities

- tlmlng

- response Interpretatlon

- conventions

- language

Programtlc control - Control of all software develo_nt by

a slngle _nag_nt agency provldes better cost and schedule

control and s1_11fles control of the software -ystem deslgn

and change control durlng development. With software manage-

ment under the control of one agency, problems are easler to

Identlfy and manpower a11ocatlons can be adjusted to sult. A

team approach, wlth a11 involved areas represented, can be

1_1_nted easlly.

4. Interactlve Functl ons

As discussed earlter, Air Force spacecraft requiring autonomous
control wtll consist of htghly Interactive subsystems. Centralized processing
provtdes significant advantages over distributed processing when the functions
betng performed must be closely coordinated, as wtl1 be the case or: future
spacecraft (see Sectton III, B, 1). Advantages can be sunnartzed as follows:
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o

o

o

o

Data availability - All subsystem and system data required for
real-time spacecraft operation or for fault protection analysis
are available tn a single memory. Recall of required data is
limited only by tntc_nal processing priorities which can be
internally modlfied as requlred.

Event coordlnatlon - Central control of rea]-time operatlons

and fault manage¢_nt ensures that commands Issued to suby_tems

are sequenced such that conflicting or improper spacecraft

responses are prevented.

System response - The ootentlal for raold data recall and

rapid restructuring of processing prlorities ensures that
rapid spacecraft response to events can be provided if required.

Reaction tlme can be tallored to the need by temporarily
suspending low priority processlnq.

Complex faults - Many faults involve more than one function.
Fault analysts often requires data from several subsystem and
Isolatlon and correctlon may requlre that several subsystem

respond. Central processors are well sulted to handllng these

conditions. All data, fault processing and sequencing of

responses are under central control ensuring that fault diagnosls

ex_mtnes al! sy._pto_s, rpgardless of where they appear tn the
system. Responses mu,: correct el] fau|t conditions, again
regardless of where they appear, while observing system and
subsystem constraints. Central control of these multiple,
overlapping, complex actions would appear to be mandatory.

S. System

Centralizing the processor and memory has potential mass,
power and volume advantages over distributed system since duplication of functions
ts reduced or eliminated. Interfaces between subsystems are greatly simplified,
being ltmtted to subsystem to computer Interfaces of ltttle complexity such as
relays, analog stgnals or coded commands.

A centralized processor ts less susceptible to Electromagnetic
Interference and the potentlal for data errors since extensive data bus networks
are not used. Radiation shleldlnq may be more easily applled to _ centralized

system (If hardened parts are not available) since susceptible parts w111 tend

to be located In only a few chassis.

6. Industry Expert ence

Spacecraft experience to date has been wtth htqhly centralized
systems. Technical and m_nagemmnt approaches have been developed, certainly not
to perfection, but to the point of coping wtth larqe dynamtc systems such as the
Shuttle Orbiter. Galtleo, whtle characterized as a distributed system, retains
a central executive and draws heavily on past JPL manaoement and technical
experience wtth relatively centralized system.
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Whtle past experience ts not, per se, a reason to conttnue
doing the same thtng, radtcal departures from what ts known to be a workable
approach must be carefully planned and the Increased rtsk to Project success
we11 understood.

_e Det ra ct ors

Potential problem areas tnclude the following:

o

o

o

o

Accommodating multiple, htgh demand users

Processor sophistication requtred

Magnitude of the Job

Subsystem design and test constraints

1. Htgh Demand Users

As spacecraft complexity Increases, the potential for multtple
htgh rate users coq, ettng for 11mtted CPU ttme wtll Increase. Typically, the
attitude control subsystm places the htghest demands on the processor, both
In term of frequency and volum of computations required.

Payload data processing was not considered tn thts study,
consttent vtth the current ASP approach. However, tf a single central processor
truly was a vtable approach to autonomous spacecraft needs, payload data processing
req_tremmts, tf any, _uld have to be Included. Processing loads wtll depend on
payload and mtsston, but could be significant.

Another potentially larg_ user ls fault protection. A centralized
processor may be requtred to handle a large volum of rc_ttne co_utatton as a
continuous backgroand function. Hovever, stnce faults occur Infrequently, fault
correction acttons should not often Interfere wtth other real ttme spacecraft
processing. Note that the volun_ of routtne computation wtll depend on the
success tn detecting and Isolating spacecraft faults dtroctly (e.g., ustng sensors).
If most faults must be tnferred from analysts of spacecraft reaction, the coquttng
volum can be qutte large.

To the extent that payload, fault protection or other large
users coq)ete wtth attttude control for processing ttme, a stngle central processor
may be unable to handle all demands and cycle sltps, etc., may result. A multi-
processor architecture my be requ|red to handle large demands.

2. Processor Sophistication

Because of the large volume of processing to be handled by a
stngle central processor, a relatively powerful machtne ts required. Thts tends
to 11mtt the number of chotces available to the spacecraft deslgner_ Requirements
for radiation hardening further 11mtt the ava|lable devtces.

architectures.
Wtthtn 11mtts, thts problem may be eased by multi*processor
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3. _gnttude of Job

The Job of managing a large, centralized processing subsystem
could eastly domtnate the autonomous spacecraft destgn and management structure:

The software destgn and Integration process ts comp]ex and htghly
|nteracttve, requiring strong team of subsystem and system
experts durtng destgn, devPlol_ent, test and fltght phases.

Reprogrammtng may become dtfftcu]t late tn the development
phases un]ess reserves In processing ttme, memory and prugram
structure are carefully protected.

0 Plactng all processing resources tn one place increases the
potentJal for the processJng functton to become the overall
project schedule drJver at any tJme due to either hardware or
software problem.

4. Subsystem Design and Test Constraints

Whtle centra|iztng the processing function has potential
advantages to the system design and test phases, tt may pose problem to some
subsystem durtng their deve|opment and test program. Subsystem which are
htghly Interactive wtth software, such as attttude contro], wt|] requtre system
software stmu]atocs which must be maintained and updated by the centra| subsystem
agency. Such subsystems my find theme|yes tn sertes wtth the software deve|opers
and subsystem delays may resu]t. Carefu| p|anntng and coordination wt|| be
requtred to mlntJrlze these and other problem whtch stem from subsystem dependence
on ttme|y and successfu| software deve]opment by a separate agency.

SECTION S.O

PERFORIqANCE FEATURES

A. Executive Control

An adequate executive gtves the capability of providing all aspects
of control requtred for the efficient functioning of a computer. The control ts
centralized so that tt wtll eliminate conflicts whtch may artse due to competition
fur resources by the subsystem whtch Interface wtth the computer.

The control ts over the following:

o Competition for bus accessibility

o Cometttton for memory resources

o OynaMc or ftxed resource prtortty

o Asslgnmnt of mmmry
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o

o

Assignment of diagnostic modules

Substitution of fatled a_xlules

Be St mplt cl ty of Subsystem Interactt on

There ts a mtntmum need for co_lex Interface logtc or hardware.
Programming provtdes all of the 11nkage requtred between subsysto_s. Thts elim-
Inates the need for cor_lex protocol or Interaction between the subsystem;.

C. Reduced Overhead

Overhead may be deftned as non-productive use of resources.
Inefficient use of ttme, memory and program space may be considered as
contrt butlng to ht gher overhead.

The

The exchange of Informatlon wlthln a centrallzed system Is fac111tated

by Its executlve. The Integratlon of programmlng affectlng two or more subsystems

reduces the amount of tlme for processlng Informatlon as well as the posslb11_ty

of the need for maklng several exchanges of Informmtlon between subsystems.

Hemry sharlng, under executlve control, Is another advantage of a slngle processor/

memory. Any number of functlon$ amy tlme share a common memory, thereby reduclng

the need for dedlcated memory for each subsystem. The use of subroutines ,hlch

can be shared by several subsystems w111 reduce the amount of program space requlred

D. E11mlnatlon of Bus Contentlon

Bus contention can be a sertous proolem when several users of a
computer bus requtre tts services. The use of protocol becomes very cumbersome tn
the absence of any central control. The need for protocol ts eliminated by the
actton of the executive, whtch has advance tnfomatton or develops the Information
whtch chooses the bus user.

E. gulttplextng and Oemulttplextng

stngle analog multiplexer wtth tnputs from many sources, under
executive control, may be used to address a stngle analog-to-digital converter.
The dtgttal result, agatn under executive control, can be put onto the computer
data bus for processing the data. I)emulttplexlng to the appropriate subsystem
memory ts tnherent tn thts control.
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F. Ustrg Spectal Function Modules

Many modules are available for performing logtc, making decisions
and doing mathematical operations. They tnclude devices to perform:

o Fast multiplication and division

o Trlgono,aetrlc calculations

o Code conversion

o Frequency component determinalon by fast Fourier transform (FFT)

Such modules are individually addressable and can reduce the burden

of doing complex calculations in a very efficient manner. A centralized system

has the advantage of being able to share these functions with many subsystems.

Ge Fault Detection, Diagnosis and Correction

These are separate functions which are closely 11nked in a centralized

system. Each of these functions may be further modularized into subroutines
which may be chosen as appropriate under executive control. The subroutines
w111 probably be shared by a number of subsystems. Faults which cross subsystem
boundaries are much easier to detect, diagnose and rectify in a centralized
system.

Ha Intervention Under Stress Conditions

Stress conditions w111 exist wtth the sudden appearance of an emergency
condition. This may tnvolve the need for rapid Interaction between two or more
subsystems, and may require an interrupt capability. The ttmely management of
stress processing is well suited to executive control.

SECTION 6.0

FLEXIBILITY

Maintaining flexibility in a centralized processing system requires
some degree of effort and preparation. The preparation for flexibility requires
the recognition that extra memory is required to provide additional programming
space and data repository. The insertion of a small program within the body of a
large program, although not difficult tn Itself, may have Implications for the
entire program sequence.
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The memory required for additional program and data must be antici-

pated and provided. Ease of program insertion must be provided. If there ts not
enough random access memory available for the total program and data storage, it
may become necessary to use mass memory as a source for Infrequently used
program and as a repository for extra data. Thts may reduce the speed of a
centralized system, but tf Intelligently used, wt11 increase Its capability wtth
small sacrifice.

SECTION 7.0

CONSTRAINTS

A series of characteristics of a centralized system can be considered
to constrain the system design. The following issues also serve to point to
possible design trade-offs that would ease the constraints or allow the best
resolution of them.

AO Executive Software Complexity

The central executive software module ts responsible for all subsystem
resource management, control over execution of software modules for other subsystem
functions, and input/output Interfaces. This, plus the additional requt_nts
of supporting fault tolerant modes of operation leads to a rather complex set of
functional requirements. The development of executive software that meets all
those requirements without usurping a major portion of system resources itself
is a major design constraint.

BO Resource tlargtns

The flexibility and reprogramabtlity of a centralized system ts
directly related to the amount of unallocated resources remaining after a baseline
set of functions has been implemented. Computer and memory sizing are normal|y
performed fairly early in tha design process, and tt Is difficult to estimate
mergtn requirements until some experience ts gained wtth a candidate design.
Memory stze is the most vtstble component of resource for margin management, but
Input/output capubtltty and execution speed and cycle ttmlng can also lead to
later design conflicts between hardware and software.

C. Resource Allocation

The allocation of comnon resources to functions that must execute

under real time contro! ts a major constraint of a centralized system. This
process is reasonably well understood, and methodologies have been developed for
dealing with the problem successfully. A complex, fau|t tolerant system sttl| ts
a stgntftcanL design problem.
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Centralized Risk Factor

The centralizatlon of processing also makes the system a schedule

driver for the entire spacecraft. Any hardware faults, parts availability or

unresolved design problems will impact the entire effort. Subsystems may not be

able to carry on their own developme_nt process without the service provided by

the centralized computing system.

E. Internal/External Fault Identification

The centralized computer has logical control of fault management.
Upon receiving symptoms of a fault, it must be able to differentiate between

occurence of the fault in an external subsystem, a communications link with the

external subsystem, or within its own software or hardware. This may be difficult

without careful design of the fault indicators in external subsystems and the self

test design of the central computer hardware/software.

SECTION 8.0

KEY DESIGN TRADE.OFFS

Ao Coded Logic vs. Protocol and Standards

The amount and complexity of requirements on the executive software

leads to a need to provide for satisfaction of requirements without usurping the

entire machine resources. Coded logic can provide for flexibility and explicit

treatment of selected functions. Carefully selected interface or logical design

standards/protocols may relieve the executive code overhead by providing for a

requirement in its entirety or by relieving the amount of codeJ logic needed to

implement the requirement explicitly.

Be Function Execution Scheduling

Several design techniques are available for scheduling and controlling

real time resource allocation. Trade-offs to select a specific method should

take into account the basic characteristics of the external subsystem processing

requirements, intercommunications requirements and constraints of a specific

hardware architecture. Some specific techniques available for _)nsideration are

sequential execution wlth a priority interrupt for contingencies, preemptive

scheduling where time "sllces" are allowed for partial execution of individual

functions, or some hybrid blend of these techniques.

Uniprocessor vs. Muitlprocessor Architecture

Real time resource contention may be a11eviated by providing several

processors under control of a centrallzed executive processor. This decision has

a great impact upon overal! system design, and must be decided fairly early in

the system design process.
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Do Coemunl cation Protocol

Data from external subsystems could be processed by an interrupt to
the main executive or a temporary storage protocol could be adapted to allow the
data to be located when software functional processing requires it. An additional
detail would be whether a function issues a command to an external subsystem for
data and waits for a reply, or if data is collected as available from the subsystem.

E. Fault Instrumentation vs. Inference

Fault detection can be implemented by instrumenting a subsystem to
detect specific identifiable fault conditions, or the existence of a fault may be
i_ferred from health measurements, heartbeat checks, etc. Each technique is
appropriate for some types of fault but not necessarily for a11. Trade-offs need
to be made on the basis of characteristics of identified faults and the planned
avallabilly of health data and its contribution to an unambiguous fault indication.

F. Fault Tolerant Computer Architecture

A choice must be made of a central processor of a "fault tolerant"
design (i.e., multiple processors in parallel voting on results) or a multi-

processor cluster with a fault monitor which can redistribute the p_ocessing load

upon detection of a fault. This choice will also affect the relative role of

hardware and software in the fault detection process.

SECTION 9.0

OTHER DRIVERS

Several factors emerged during this study which could influence
architecture selection but which could not be addressed in the time available.

A. Payload Data Processing

As discussed, this study did not include payload data processing

requirements. Since the payload could become one of the dominant users of

processing resources, it may be influential in determining computer architecture.

Future studies should rea_sess the current separation between bus and payload
functions.

B. Sensed vs. Inferred Fault Detection

The processing load will increase as faults are determined by

inference from "indirect" indications requiring some form of onboard analysis.

The processing load will decrease as faults are directly and unambiguously sensed

at the source. The amount of inferential analysis which will be required to

achieve the ASP goals of Level 5 autonomy/six month autonomous operation should
be assessed.
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Co Central Processor Architecture

Multiprocessor architectures which preserve many of the advantages of

centralization but overcome the problems in coping with ever-increasing processing

loads are possible. Development of specific centralized multiprocessor archi-
tectures for autonomous spacecraft should be included if additional studies of

this type are attempted.

De Computer Fault Protection

Fault protection for a central computer can be provided in several

ways. For this study it was assumed that multiple, parallel processor/memories

could be used. More efficient schemes including internal hardware and software

self-checking were not examined. Much work has been done in this field and
should be included in future architecture studies.
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Appendi x D

Section [_2

A DECENTRALIZED SYSTEM DESIGN ARCHITECTURE

FOR AUTONOMOUS SPACECRAFT APPLICATIONS

D2-I



]. INTRODUCTION

The early use of computer technology for spacecraft applications favored

a centralized processing architecture based upon both spacecraft needs and imols-

mentation practicality. For these early applications, only a limited few space-

craft subsystems required computer support to perform their service functions.

Furthermore, early spacecraft computer designs placed significant demands on

spacecraft mass and power. An example is the NASA standard MMS spacecraft using

the NSSC-I central computer. The centralized CPU/memory capability housed in

the Communications and Data Handling (C&DH) module is almost fully utilized by

the needs of Attitude Control. Mission applications having other high-demand

users, such as a sophisticated payload, would necessitate either l) a more powerful

centralized computer or 2) the use of multiple computers.

There is a ?ractical limitation to how powerful one can make a single

computer in terms of throughput rate. This limitation coupled with the emergence
of microprocessor technology has resulted in a recent trend towards distributed

processing architectures using multiple computers. An example of the use of such

an architecture is found in the JPL Galileo spacecraft currently under development.

The Command and Data Subsystem (CDS) functions as a central executive computer

that provides high-level control via a supervisory bus to distributed microprocessors.

This allows the central computer to be offloaded so that increasing _mands on

workload and throughput, resulting from more sophisticated spacecra needs, can

be practically accommodated. The Galileo decision to distribute some of its

processing was primarily driven by the instrument computing needs of its relatively

sophisticated payload.

As the complexity and sophistication of future spacecraft continue to

grow, the trend should continue towards increased distribution of the processing
function to the subsystem level. This could be extended to a fully decentralized

system design architecture consisting of discrete and relatively system-independent

subsystems capable of being tested and validated outside of the system. Such

practicality should a11ow potentially large reductions in system operational

interface complexity, and would trcnslate to significant cost reductions for

spacecraft integration, test, and operation.

The following two factors should tend to drive future spacecraft designs
toward fully decentralized architectures:

I. The ne. for computing support by every spacecraft subsystem.

. The availability of reliable, cost-effective, self-checking, fault

tolerant computer modules having low weight and power characteristics.

The first item should be satisfied by the future need for autonomy. The

requirement of even the most simplistic _ubsystem to be autonomous with respect

to integrity maintenance implies the app'icatlon of computer software support to

fully meet the diagnostic and recovery needs associated with fault detection and

correction. The second item should be satisfied in the near future by technology

advancements in the areas of microprocessor, memory, and Very Large Scale

Integration (VLSI) development. In fact, JPL is currently breadboarding a

self-checking, fault tolerant computer that uses VLSI-compatible building block

modules to interface with commercially available microprocessor and memory chips.
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The following sections descrtbe and evaluate a posstble candidate archi-
tecture for a fully decentralized spacecraft processing system. In Section II,
the system design architecture ts described and assessed. In Sections iII
through IX, the Individual subsystem of the system defined tn Section II are
described and evaluated. For consistency, Sections II through IX are each
organized to the following format:

A. DESCRIPTION

I. Funct Ion

2. Functional Elements

3. Functlonal Requirements

4. Interface Requl rements

S. Block Diagram

B. EVALUATION

1. Benefits

2. Parfors_nce Features

3. F1exlblllty

4. Constrat nts

5. Tr_deoffs

6. Other Drtvers

7. kletractors

8. Conclusions

Finally, Section X addresses test and validation methodology associated
with the foregoing system and subsystem design architectures.

II. SYSTEM DESIGN ARCHITECTURE

A. DESCRIPTION

I. Function

The function of the decentralized system design architecture is

to fully perform spacecraft (and payload) useful services, resource management,

and integrity maintenance commensurate with the needs of a designated mission

through allocation of all required computer processing to the subsystem level
with no centralized system level control.
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2. Functional Elements

The decentralized system design architecture consists of seven
computerized fault tolerant subsystems. They are defined as follows:

a) Common Memory Subsystem (CMS)

A description of the CM3 is provided in Section Ill,

b) Telemetry, Tracking, and Command Subsystem (TT&C)

A description of the TT&C is provided in Section IV.

c) Payload Subsystem (P/L)

A description of the P/L is provided in Section V.

d) Navigation Suosystem (NAV)

A description of the NAV is provided in Section VI.

e) Attitude, Translation, and Pointing Subsystem (ATPS)

A descrlptlon of the ATPS Is provided in Sectlon VII.

f) Temperature Control Subsystem (TCS)

A description of the TCS is provldod in Section VIII.

g) Power Subsystem (PWR)

A description of the PWR is provided in Section IX.

3. Functional Requirements

Selectlon of a spacecraft computer system architecture is

influenced by many factors. Only a few of these are a) the familiarity of

designers and testers with presently used systems, b) data transfer speeds,

c) complexity of fault routines, d) redundancy levels, e) computer conflict

probabilities, f) mass and power efficiency, g) induced noise levels and suppression

techniques, h) interface circuit complexities, i) overall ease of validation, and

j) multl-mlssion applicability. One of the choices avallable to the spacecraft

designer Is that of a decentrallzed processing structure whereby computing

capabillty resides In the subsystems, and decisions are controlled at this level

rather than by a spacecraft central executive. For applicatlon to a generic

spacecraft, one may formulate sets of system and subsystem functlonal requlrements

which speclflcally concern this archltectural choice, but which preclude neither

a mission of any character nor autonomy at any level. These requirements may be

further characterized by mission phase, i.e., starting out with buildup and

checkout, then moving Into operations. A candidate set of such system-level

functlonal requirements appllcable to a decentralized system design architecture
is defined as follows:
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a) Initialization and Checkout

There are numerous reasons for launching the spacecraft tn
a quiescent state, not the ]east of whtch ts that the space-
craft undergoes conditions durtng launch which would falsely
tndtcate gross fatlures tf tts operational senstng devtces
were on-line. Therefore the spacecraft shall be launched
tn an "off" state wltn only essent!al loads on 11ne.

Secondly. the on-orblt Inltlallzatlon actions shall be
ground commanded. Thls Implles that a11 autono_ routlnes
shall be dlsabled through the launch phase and brought on
11ne when tne "mlsslon" phase beglns. Autono,_ Itself
shall requlre subsystem Internal power swltchlng for

redundancy control.

Thtrdly, prelaunch validation shall be cowlete to such an
exten_ that 11ttle or no on-orbtt checkout shall be necessary,
with the exception of sensor caltbratlmls. Onboard actions,
especially w|thtn fault rout|nes, my be so disguised that
test equtlxment wtli be necessary to trace stgnal paths and
monttor actions/responses. Gtven that probabtl|ty, the
necessary orbttal checkout shall be l|mlted to only those
verifications associated wtth the tnttlal ground commmands.

b) Ground Interactions

From the Initialization pertod on, contact wtth the ground
shall be considerably less than that reallzed tn current
practice.

However, the decentralized system shall be receptive to
ground contact at all t!mes. Even though complete
operattona] and fau]t recovery logtc sha]] be nestdent on
board, sequences may be changed or updated periodically
depending upon mtsslon phase or changes tn requirements
destred by the ground. Furthermore, all Internal self-
test type actlons shall be made vtstble to the groun_ upon
request. Inquiries may be transmitted periodically to
check on, for examle, anomalous telemetry Information or
a faulty heartbeat signal. Self-checking procedures shall
nomally be accomplished itthout the beneftt of ground
Interventlon or vlslb111ty; however, as above, the ava11-

ab111ty of these functlons for monltorlng shall be present.

c) Mtsston Related

The payload on the candidate spacecraft shall be considered
as an Independent subsystem s,_hJect to the same requirements
and constraints as all other ;ubsystem. Any subsystem Inter-
acttons shal| occur through the normal medta for spacecraft
coemauntcat|ons and shal| not tmpose spectal Information
processing requirements on the remainder of the spacecraft.
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d) Operations

Along wtth any set of advantages for a concept comes a set of
comnensurate disadvantages. One attempts to circumvent
these conditions through additional system requ!rements.
The very nature of the decentralized subsystems and their
Independence of operation Inherently does not foster feelings
of comfort tn mlsston operations personnel. They are
comforted only by complete, up-to-date knowledge of spacecraft
statu_. There are several requirements which have been
generated because of the Independent nature of the subsystems
|n a decentralized system. These are discussed as follows:

It tsposstble for a subsystem to be malfunctioning tn a
passive sense, yet not he Identified as such unttl some later
time, tf the subsystem has 11ttle contact with others on a
routine basis. In order to tns_re proper functioning, each
subsystem shall furntsh a heartbeat type Indication to the
normal telemetry stream and to the audit trail. Routines shall
be wrttten so that the presence of telemetry itself does
not furn|sh the sam Indication as does the heartbeat code,

Since It Is also possible for two or more subsystems to be
generating near-Identical tnformtton tn their independent
Implementations, such information shall be validated on
board before usage. One such method could be a voting logic
scheme.

It should be elphaslzod that precluding subsystems from
dopltcattng sensor information ts not necessarily the In-
tention. For Inst,,nee, there my be limitations on an Infor-
mation transfer, through the media provided by a d_centraltzed
architecture, which are unacceptable to a certatn subsystem.
The validations are required to insure that systematic
error but ldups do not cause related subsystem to become
non-synchronous wtth regard to thet r basic parameters.

Another consideration involves error conditions tn one sub-

system caused by non-error conditions tn another subsystem.
Because of sub_yst_4m independence, a control subsystem l tke
ATPS has the capability to generate an error symptom tn a
;enstng subsystem ltke PbiR when, for example, the earth
presence stgnal ts lost. Whenever a stmtlar occasion ts
proepted, any subsystem which generates thts unique and
tcqmporary condition shall notify other affected subsystems
to dtsable thetr sensing or swttch fault routines for a
specified ttme tnterval contained tn the message. These
false error conditions can be well defined once the mission

Is known and can be updated when necessary as mission
expert ence ts gatned.

Normal mission operations, Irrespective of the independent
aspect of subsystem, leeds to three additional requirements.
These are discussed as follows:
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There ts a need to keep a continuous record of mass and
tnertt_l property changes on-board for use tn the ATPS
maneuver calculations. Subsequent to the spacecraft
Initialization, the ATPS shall monttor propellant usage and
configuration changes; then, tt shall calculate and retatn a
record of the effects of these disturbances for trend ana]ysts
and rea]ottme processing needs tn any on-board subsystem.
All of the tax tnforl_ltton and/or the ftnal calculations may
or may not _e furnished external to the ATPS depending upor_
the ascertained needs of other subsystems.

Audtt tratl and status reporting Information shall be stored
tn a hardened non-volatile area of a common spacecraft memory
to full111 the overall 6-month perfomance analysts requirement
currently def:ned for autonomous spacecraft. This shall be
done tn 11eu of partitioning that storage respons!btltty
among the Individual subsystems. Appropriate formats shall
be defined durtng the system destgn phase.

Ftnally, subsystem-Internal pover switching for most subsystem
components shall be a necessity. Thts tmpltes that after
the tntttal orbttal poNer-up phase, whtch wtll be largely
PWR controlled, c_onent control tn a decentralized
architecture shall restde wtthtn the Individual subsystems
to the max|mum extent possible. Therefore, PWR must etther
guarantee power quallty and presence, or tradeoffs Involving
non-volatile memory and/or energy storage methods wtll be
necessary to tnsure that routtnes are not Interrupted, or
that cr|ttcal memory contents are not lost.

Interface Requtrements

It wtll not be posstble to carry the subsystem Independence
condition to _,ts 11tera1 11mtt. There remtns a subset of requtre-
monts on the Interfaces between the Individual subsystem.
whtch at thts ttma can only be 11sted as a parttal suwmary. In_er-
faces ape typically a very difficult area to bound. A c(xnplote
se_. of Interface deftntt|ons can only result from comprehensive
revtews durtng the system definition ano destgn phase of a f11ght
prograpq. One can only start an tntttal 11sttng here. However,
the following Interface requirements for a decentralized system
destgn architecture stand out Immediately.

Power shall emanate from a central source. A dc-voltage level
shall be generated wtthtn the power subsystem and supplied, un-
regulated, to each user. Redundaflcy detatls and methods for
conversion and regulation shall be detemtned as part of the sub-
system des1 gns.

Ttmtng shall also be provtded from a central locatton for synchro-
nization of data transfer, event execution, and sequencing tn
general. Its source may be one of several possible subsystem
depending upon the results of a system destgn tradeoff study.
The ttmtng signal shall enable a]l on-board communications.
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Access to a commm spacecraft memory shall be each subsyst¢._'s
vehicle for external communication. In order to partition this
access, each subsystem shall be a11octed a cycltc time slot for
either read or write usage of the memory. Thts time slot shall
be typically on the order of 100 ms and the cycle time shall be
on the order of o_.Q second.

An implementation of the above capablllty will requ1_e processlng
wtthtn each subsystem. Therefore, each subsystem of the
decentralized spacecraft architecture _hal] provide for a micro-
processsor, resident memory, and the appropriate I/0 ports
necessary for the colmunicattve and processing functions
referred to above.

The power subsystem shall post NXtmUm power l t.mtts for each of
the operating subsystems during each mtsston phase. Wtth a
NXtmum power availability 11ett for the spacecraet as a whole,
each subsystem cannot have complete freedom of operation, or demand
could exceed supply. The power subsystem shall exercise control
over the rationing.

The last r@qutrelwot deals wtth the natural flow of information to
the coemon spacecraft memory and its content. Although every
consideration should be given to generating needed information
within any one subsystem, tt may be more to the system's advantage
tf It were generated elsewhere. When this ts the case, the
selected subsystem shall furnish the needed Information to the
mLqmory for general availability. Thts category sh_ll be kept to
a minimum to keep independence maximized and traffic external to
the subsystems at a minimum.

Block Dtagree

A functional block diagram for the subject system destgn archi-
tecture is given tn Figure 02-1. Referrins to Figure 02-1, each
of the seven subsystems defined in Section 1I.A.2 autonomously
performs its designated service functions and maintains its own
health and welfare wtth no executive control from external space-
craft sources. The only executive control is provtded via the
spacecraft RF commnd channel from mission controllers on the
ground.

A key concept associated with the architectural design of Figure 02-1
ts that the Common Nemory Subsystem (CMS) represents the only
information transfer interface for a11 other spacecraft subsystems.
Each subsystem (including the CMS) provides _ defined
internally generated digital information via the Intercom bus to
appropriate addresses in the ClqS memory for access by other
subsystems. Externally generated information required by a sub-
system to perform Its function can then be accessed by the
subsystem through periodic interrogation of appropriate CMS memory
addresses. Thts information may be in the form of spacecraft
parametric data from other subsystems, priortttzed requests from
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other subsystcqms, or decoded ground-Issued commmandstransferred
to the CMS from the TTIIC. The servtce provided by the CMS to
achteve information transfer between subsystem vta the Intercom
bus may be clarlf|ed through analogies. For example, CMS support
of tnfor_tton transfer, which ts specifically between only two
subsystem, could be considered analogous to the servtce provided
by a post offtce for tts customers. A cusco_r matls a letter,
addressed to the post offtce box of another customer, at a stnqle
interface (the post office). The Dost office personnel then
place the letter tn th_ post o_ftce box of the addressed customer
(analogous to ftltng recteved Information at a specific address
tn the CMS memory). The addressed customer, by periodically
Interrogating hts post offtce box, accesses the letter. The
contents of the letter can be varted. For instance, tt could
provtde Information needed by the customer to repair hts car
(analogous to parametric data received from other subsystems).
It may contain a request from a chartty for a donatton (analogous
tO a request from another subsystem). On the other hand, tt
might be a demand from the government to pay h|s income tax
(analogous to a ground issued comwand).

For applications where the same information may be accessed from
the C_IS by several subsystems, a stngle (:MS memory address,
accessible by all Interested subsystems, would be used to maximize
CMS functional efficiency. Thts servtce would be analogous to
posttng a nottce on a bullettn board. Recetved Information frnm
a spectftc source, when posted on a bu|lettn board, ts available
to all interested parties. Several interested parties Interrogating
the sam bulletin board to access the posted information would be
analogous to several subsystems interrogating the same me,._ory
address.

As part of the system destgn, ttme slot allocations are assigned
to each subsystem for communications wtth the CMS vta the ]ntercom
bus. Such transfer of tnfol_matton from and to any particular
subsystem must be accowq)ltshed within an &1located ttme slot for
that subsystem. To mtntmtze Intercom bus traffic needs and
maxlmtze information transfer efficiency, telemetry data transfer,
which ts a continuous demand function, is accomplished independent
of the Intercom bus. In the distributed architecture of Figure D2-1,
each subsystem acquires, multiplexes, and digitizes tts own
telemetry tnfomatton. Referring to Figure D2-1, each subsystem
uses a dedicated ltne to conctnuously provide tts updated digital
telemetry data vta Dtrect Memory Access (DI_) to specifically
allocated addresses tn the CMS. It ts also noted that the TT&C
accesses, vta DMA, the dtgttal telemetry words from these CMS
addresses as requtred to form the output telemetry stream. Since
telemetry ts a continuous function, thts frees the Intercom bus
so that tt may be solely dedicated to interactive transfer of non-
telemetric information, thereby significantly maximizing information
transfer efficiency between subsystem.

D2-10
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It is also noted from Figure 02-1 that power ts transferred to each
subsystem via dedicated lines fr_, the Power Subsystem (PI_).
Thts would be in the form of a single dc voltage level. Therefore,
each subsystem _st internally generate the specific voltage
levels and regulatlon required for its functlonal operation.

B. EVALUATION

1. Benefits

Several benefits may be realized from use of the decentralized
architecture described in Sec;ion II,A,5 when compared with
processing architectures requt-tng a centralized control function,
Some of the more pertinent benefits are identified as follows:

a) Reduced Number and Complexity of Subsystem Interfaces

As more processing is relented to the subsystem level, .ass
information must be transferred to and from Individual sub-

system. Therefore, subsystet external interfaces become
more simplified. For Instance, a typical telemetry subsystem
in a centralized architecture would nomally require hundreds
of analog signal Interface lines frol subsystem throughout
the entire spacecraft. By decentralizing the processing
function, the telemetry operations of analog signal acquisition,
multiplexing, and analog-to-digital conversion are accoq)ltshed
Internally by each subsystem for its designated area of
measurement responsibility. Therefore, the digitized
telemetry measurement Information from each subsystem can be
provided as a serial stream of bits via a stngle digital
Interface line. Referring to the architecture of Figure D2-1,
each subsystem, with the exception of the CNS, has a stgnal
interface wtth only one other subsystem - the CNS. Further-
more, all signal Interfaces are dtgttal.

b) Increased Speed and Efficiency of Interactive Informtton
Transfer Between Subsystems

As discussed in Sector II.A.5, telemetry information transfer
is handled by means of CMS i_A lines which are independent
of the Intercom bus. The Intercom bus is therefore used to

transfer only subsystem interactive information (data and
commands) between subsystem. Since all non-interactive
subsystem processing needs are accomplished Internally in
each subsystem, the volume of required information to be
transferred between subsystem via the Intercom bus, even
under crisis conditions, should be grossly reduced when
compared to tntersubsystem communications required in a
centralized processing _rchttecture. Therefore, the speed
and efficiency of interactive information transfer between
subsystems should be significantly better for the decentralized
system architecture.
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c) Increased Throughput Rate and Operational Efficiency

d)

e)

Throughput rate and operational efficiency increases in proportion
to the number of processing functions that can be performed
simultaneously using parallel processors, In a centralized archi-
tecture, the processing functions required b_ each subsystem must
be time shared tn a single computer. Thts severely limits the
throughput rate and operational efficiency of the system since
there is a practical limit In processing capability that is

feasible from a single computer based on mass and power consider-

ations. The decentralized architecture of Figure D2-1 dedicates a

separate computer to each subsystem. Therefore, the processing

requirements for all subsystem may be performed simultaneously.
Thls significantly increases the possible throughput rate and

operational efficiency of the system when compared with a

centralized architecture. Furthermore, this overall improvement

can still be realized using computer designs that are significantly

less complex and demanding In power than that required for a

centrallzed computer implementation.

Reduced System Integr(tton Costs

Decentralized processing inherently allows considerable system
independence for the test, validation, and operation of subsystem.
If the integrity of the system interface requtrelents for a
subsystem ts maintained, that subsystem may be almost entirely
tested and validated prior to system integration. In contrast,
for centralized architectures, because of the co_arattvely more
complex interface requirements and subsystem dependenrP upon the
central processor, very little subsystem test and validation can

be accomplished until each subsyste Is integrated Into the

co_q)lete system. Therefore, the normally large costs attributed

to the spacecraft system integration, test, and operation phases

for missions employing centralized system design architectures

should be significantly reduced by the use of the decentralized

system design architecture of Figure D2-1.

Increased Multlmlsslon Applicability

An inherent feature of the decentralized processing architecture

described In Figure D2-1 is multimisslon appllcablllty. In contrast,

a centralized system design architecture tends to be mlsslc_n

dependent since the performance capability of the central computer

has profound effects on the operatlng ]Imltatlons of all subsystem.

Decentralized processlng, In general, allows considerable system

In_pen_nce for the internal design and operation of subsystem

assumlng the Integrlty of subsystem external interface requlrements

are malntalned. The subsystem signal Interface requirements for

the archltecture of Figure O2-I involve slmply wrltlng Into and

readlng from CMS memory. Therefore, entlre subsystem Interna,

designs could be changed and readlly accommodated by the system.

Furthermore, old subsystems could be deleted from and new sub-

system added to the Intercom bus of _Igure D2-I with no significant
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perturbations to t_,e overall system design. In like manner, new
mtsston requtreme.0ts and priorities could be readtly accommodated
through realloc_cton of CMS memory space.

f) Increased Growth Potentlal

The system design architecture of F_gure D2-1 inherently provides
high growth potential. The internal processing capability of
individual subsystems can be significantly increased with little
effect on the system design architecture. This is primarily due
to the fact that each subsystem can simultaneously perform its
processing fuqctions tn parallel wtth other subsystems. Furtherwnore,
more subsystems can be adde_ to the Intercom bus, limited only by
bus traffic capability and CMS memory capacity. Since 1) the
Intercom bus traffic only involves interactive information transfer
between subsystems and 2) internal subsystem processing greatly
reduces the need for such external information transfer, high
system throughput rates and operational efficiency characteristics
can be realized. In contrast, the growth potential is considerably
more limited for a centralized architecture since the processing
and control requirements tor all spacecraft subsystems must be
accomplished by a single computer on a time-shared basis placing
practical limitations on achievable throughput rates and operational
efflclencles.

Performance Features

Two key D2-1 performance features of the decentralized architecture of

Figure I that result from the benefits dlscussed in Section II.B.l are
defined as follows:

a) Increased 0n-Board Processing Capablllty

Compared with a stngle central computer doing all of the processing,
the sptcecraft processing is distributed to many less complex
dedicated computers working in parallel. Thts circumvents the
limited throughput rate problem associated with a sinole shared

computer. Since processing for every spacecraft subsystem can be

performed simultaneously rather than on a serial time-shared

basis, higher system operational efficiency can also be achieved.

b) Reduced Response Time for Critical System-Level Decisions

Since more processing is allocated to the subsystem level in the
decentralized architecture, the amount of interactive information
that must be transferred between subsystems is greely reduced
over that required for a centralized system. Therefore, a
proportional increase In information transfer rates b_tween
subsystems _y be realized. Furthermore, the increased processing
c_pablllty provided _ the deceptrallzed architecture, discussed

in Section II.B.2(a), also contributas to faster information

transfer rates. The faster InforNtlon transfer rates provided

by the decentralized system design architecture result in better

response times for accompllshing critical on-board decisions.
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Flexlbl l!ty

The decentralized system design architecture of Figure 1 provides an

extremely high level of flexibility when compared with alternative

architectures using centralized prccessing and/or control. Increased

flexibility is realized in the following areas:

a) Types and Number of Subsystems

The system deslgn architecture of Figure D2-1 can readily adapt to

changes in both the types and the number of subsystems. Since

the only signal interface for each subsystem is with the CMS and

this interface involves only a memory write and/or read function,

subsystem changes ._nuld normally be accommodated by reallocation

of CMS memory addresses. Significant increases in spacecraft

subsystem sophistication in both type and number could be
accommodated by modular increases in CMS capacity and Power

Subsystem (PWR) capability.

b) Subsystem Redesign

Assuming functional system interface requirements are maintained

with the CMS, entire subsystem designs can be inter_lally changed

with minimal effect on the system design. This provides con-

siderable freedom for the subsystem designer to modify the internal

design of a subsystem if necessary with very little impact upon

the other subsystems or the integrated system.

c) Mission Independence

The decentralized system architecture of Figure D2-1 is adaptable to

a wide range of mission requlren_nts. Since individual subsystem

designs are flexible, it is assumed that they will be internally

designed to efficiently accommodate the processing needs of the

mission for which they are used. Furthermore, all processing is

accomplished at the subsystem level. Therefore, subsystems for a

variety of missions can be integrated into the processing design

architecture of Figure D2-1 with virtual indeper,dence of mission

applicatien at the system level. This is not true for a central-

ized system, since the architectural design of the central processor,
and therefore its system-level interfaces with the individual

subsystems, are driven by mission-unique requirements.

Constrai nts

In evolving the decentralized system design architecture of Figure D2-1,

several constraints, based upon an assessment of architecture-related

needs for achieving a viable systen, design, have been defined as follows:

a) Subsystem Nonvolatile Memory

Each subsystem mu)t provide an appropriate level of nonvolatile

memory capability to protect aqainst loss of critical internal

software due to temporary interruptions in power.

D2-14



" .... • i -- -

t

b) Central Timtng

The system design architecture must provide a common timing signal

to all subsystems. This signal will have to be distrib, ted by

the CMS since _t is the only subsystem that has signal interfaces

with all subsystems.

c) Time Slot Allocations

A subsystem can communicate with the CMS via the Intercom bus
only during specific time slots allocated to that subsystem as

part of the system design.

d) Early Top-Down System Design

Since there is no central executive control function, an early

top-down system design effort is required for each mission so

that the executive control software functions may be properly

allocated between the subsystems prior to detailed subsystem

design activities.

Key Tradeoff Parameters

To acco_lish the best overall system design for the decentralized

architecture of Figure D2-I, conwnensurate with the needs of a particular

mission, the following tradeoffs should be performed.

a) Level of Shared Versus Dedicated Sensor Allocation Between

Subsystem

Sore subsystem require the same parammtric information to perform
some of their allocated functions, For example, NAV may have

sensors from which it derives orbital information needed by ATPS.

ATPS may either acquire this information by l) interrogatins the

information provided by NAV from specific addresses of the CMS or

2) providing its own sensors to derive the desired infermatlon

itself. Tradeoffs between inforn_tion transfer time response

requirements, system complexity, subsystem co_lexity, mass,

power, reliability and cost should be evaluated to achieve the
best level of balance conm_nsurate with mission needs.

b) Functional Partitioning of Responsibility Between Subsystems
Versus System Performance Needs

Since the decentralized system design architecture has no central
processing and/or control function, all responsibilities for

processing and control must be distributcd between subsystem.

This requires a fresh look at who should do what when c_ Ipared

with a centralized architecture. For example, a subsystem that

physically positions an antenna in a centralized architecture may

not be the best subsystem to perform that function in a decentralized

architecture. Certainly, anythil.g accomplished by a centralized

architecture, with or without distributed processing, can be

acco_lished by a decentralized architecture. Both architectures

contain CPU and memory. What is done by the CPU and memory ij

really controlled by the software programmer on the ground. The
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question is not whether a decentralized architecture can do the

job, but how efficiently it does the .ob. To achieve maximum

efficiency, it is necessary to properly partition functional

responsibility between the subsystems to best meet the system

performance requirements. This w4!1 require tradeoffs between

sensor locations, information transfer time response requirements,

system complexity, subsystem complexity, mass, power, reliability
_nd cost.

c) Level of Fault Tolerance Versus Implementation Complexity and Cost

The requirement for each subsystem of a decentralized system

design architecture to be fault tolerant implies a self-checking

fault tolerant computer in each subsystem. This is necessary,

since there is no central computer to perform fault detection

diagnostics on and effect fault correction of the subsystems.

Since the subsystem computer must be both self-checking and self-

correcting, implementation complexity and cost limit the practical

levels of fault tolerance achievable with a given technology for

any particular mission. Tradeoffs between the level of fault

tolerance, subsystem complexity, and cost should be performed to

determine the optimum balance commensurate with available

technology, acceptable risk, and overall mission needs.

Other Drivers

Several system design parameters that could be significant drivers in

affecting both the performance and implementation characteristics of

the decentralized system design architecture of Figure D2-1 are identified
as fol Ic_,s:

a) Data Transfer Efficiency Between Subsystems

This is an important characteristic for any system design archi_

tecture r_.gardless of how it is effected. The decentralized

syst.em design architecture of Figure D2-! _a_ off_oaded the _:e]emetry

funr,tion fro_ the s,Jbsystem Interco_ pus to l_,m}t the traffic tc

subsystem interactive needs only. F_rthermure, the subsyst_.m

interactive informatlc_ transfer require,n_nts are sigr,ifica_tiy
_educ_d from _haz for _ centralized architecture d,Ae _o the

increased level of processing _ccomplished wizhin each s_bsy.:tem.

Since Intercom bus traffic requirements should be very low, it

has b_en assumed that fixed time slot allocatior;s ior subsys%em

communications over the _ntercom bus sha_l suffice For the highest

information transfer rate requirement of any subsystem _nder all

mission conditions. On the other hand, it may not. Under such

circumstances, adaptive time slot a!location may be necessary.

b) Efficiency of CM5 Memory A i!ocatier,

The methodology used for allocation of memory space within the

CMS to meet the system aPd subsystem performance needs is a

potentially critical driver. It could have a significant effect

on the implementation characteristics of the CMS with respect to

mass and power. Furthermore, it can drive both system and subsystem
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performance characteristics. For instance, inefficient memory
allocation procedures could significantly decrease the effectlve

information transfer rate between subsystems. As noted in Section

II.A.5, procedures, such as storing information to be accessed by

several subsystems in a single CMS memory address, should be

employed to maximize CMS functional efficiency.

Complexity of Subsystem Fault Routine: Associated with System
Related Fault Diagnostics and Correction

For the _ecentralized system design architecture of Figure D2-1, the

system-level functions of fault detection and correction where

more than one subsystem is involved must be performed by a set of

software fault routines which are distributed among memories of

the various spacecraft subsystems. The complexity required for

the distributed fault routines, to interactively work together,
to perform the syst,:m-level fault detection and correction

functions should be defined, understood, and evaluated. The

level of subsystem software routine complexity to perform the

system-level functions required of the decentralized system deslgrl

architecture of Figure D2-1 versus complexity of the software routines

to accomplish the comparable functions in a centralized architecture

is yet to be determined.

Det factors

Three items have been identified that represent iotential!y

negative attributes of the decentralized system design architecture

described in Section II.A.5. The potential significance of these
items when compared with the characteristics of a centralized

architecture is yet to be determined. Furthermore, mission

complexity and technology development will heavily influence such
a determination. The aforementioned items that could detract

from the positive aspects of the subject architecture are defined
as follows:

a) Increased Criticality of an Early Top-Down System Design

Subsystem designs will, by the very nature of the decentralized

system design architecture, be relatively independent of the

system. However, complete independence is not practical since
some system-level decisions must be made where interaction

between subsystems is involved and/or required. This can be

accomplished without a centralized computer by distributing

the system-level exectui-e software responsibilitles to the

appropriate subsystem computers. However, it requires an early

system design effort in which the subystem responsibilities

for meeting the system-level needs are properly allocated

and well defined, If this is not adequately done, it could

potentially impact several subsystem computer software designs

later in the program as opposed to one central computer soft-

ware design in the centralized architecture. On the other

hand, if properly done early in the program, the overall

_ystem design effort should be comparable to that required for

centralized system and a high degree of subsystem design

independence should be practical.
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b) Increased Number of Self-Checking Fault Tolerant Computers

Q

C)

For a centralized system design architecture, only one
computer needs to be self-checking with regard to fault
tolerance. For the decentralized system design architecture,
each subsystem has its own computer with no external space-
craft executive control. Therefore, each such subsystem
computer must be c_pable of checking itself and effecting

its own corrective action. Certainiy, the complexity of a
subsystem computer would be significantly less than the

complexity of a centralized computer capable of performing

the total job that is distributed among several subsystem

computers. In that case there may not be a disadvantage

when compared with a fully centralized system design archi-
tecture. However, one could consider a distributed architecture

in which a relatively small central executive performs the

diagnostics and fault correction for each of the distributed

subystem computers via a common bus. In that case, only the

central executive coq)uter must take care of itself.

Therefore, the subsystem computer designs realize a mass and

power advantage over that required for the fully decentralized

system design architecture. This advantage could be erased,

for all practical purposes, by continued advances In

technology. For instance, application of VLSI technology

could allow cost effective implementations characterized by

low mass and power.

Increased Complexity of Subsystem Destgns

When part or al] of the processing functlons a11ocated to a
centralized computer are distributed to the subsystems, the

recipient subsystems have more functions to perform and
therefore must become more complex. The increased subsystem
complexity can potentially -esult in increased subsystem test

time, lower subsystem reliablllty, and higher subsystem

costs than required for a centralized system design

architecture. The impact of this complexity increase is a

function of available technology as noted in Section ll.B./.

Conclusions

The foregoing evaluation of the candidate decentralized system

design archlt¢cture described in Section II.A.5 has resulted in
the following prellminary conc_,usions:

a) Technical Feasibility

A fully decentrallzed (no central spacecraft executlve control)

system design architecture for spacecraft computer processing,
capable of an overall performance level comparable to or

greater than that possible from centralized architectures,

appears technically feasible.
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b)

c)

d)

e)

Early System Oest gn

A concentrated and thorough system design effort wtll be
required esrly tn any program that uses a decentralized
architecture. An efficient subsystom tntercomuntcattons
medta such as the CHS must be provided. System-level soft-
ware responsibility must be properly distributed between :he
subsystem to tnsure acceptable perfomance of system-level
functions through a cooperative subsystem effort.

Subsystem Test and Validation

A high degree of subsystem test and validation may be
accomplished prtor to system Integration providing the
potential for significant mtsston cost savtngs compared wtth
centralized architectures.

Hulttmtsston Applicability

The fully decentralized processing architecture ts more
adaptable to multtmtsston applications than centralized
architectures of coq)arable performance level.

Further Evaluation

A more detatled tradeoff study to properly evaluate the
potential of a fully decentralized processing architecture
appears warranted.
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Ill. CNS DESIGN ARCHITECTURE

A. DESCRIPTION

1. Function

The prtmary functton of the Common Memory Subsystem (CMS) of the
decentralized syste_p destgn architecture ts to provide an inter-
_alate storage _dla for n_orNtlon transfer between other

spacecraft subsystems. A secondary function of the CNS Is to

dlstrlbute a com,_ tlmlng slgnal to all spacecraft subsystefl_.

. Functional Elements

The CMS conststs of the following four functional elements:

a)

b)

c)

d)

Self-Checklng Fault Tolerant Computer

Nonvolatlle Buffer Ne_ry

Nonvolatile Rass Memory

Input/Outout Unlt

t Functional Requlrements

The functional requirements imposed upon the CMS by the decentral-
Ized syste_m destgn architecture are deftned as follows:

a) Receive and ftle updated spacecraft information (paramt-lc

data, requests, and conmmnds) when provided by other

subsystems.

b) Provlde speclflc stored spacecraft Informatlon (parametric

datd. requests, and commands) to other subsystems when requested.

c) Store spacecraft audit trail data and crittcal spacecraft
software rc.,tines.

d) Provlde self-malntalned fault tolerance to a11 Internal

slngle-pnf nt fal lures.

. Interface Requlrt_Ints

The interface requirements tmposed upon the CNS by the decentral-
Ized system design architecture are defined as follows:

a) Provtde direct memory access (OMA), via dedicated ltnes from
each subsystem, for the purpose of receiving subsystem tele-
n_try data.
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b)

c)

d)

Provide a dedicated DIqA 1the to TT&C for read|ng out dtgttal
telemtry words when requested by TTSC.

Provide a dtgltal Intercom bus Interface wtth each subsystem
for wrlttng data tn and readtng data from CMS memory.

Acco_ate a dedicated power tnput line interface wtth PWR.

o B1ock I)t agram

A funct|onal block diagram for a candidate CMS destgn architecture
is given in Figure D2-2. Referring to Ftgure 02°2, all data to and
from a|| other spacecraft subsystems ts routed through the
Input/Output (I/0) untt. This tncludes DIqA for t£|emetry data
transfer and [_tercom bus traffic for the transfer of interactive
tnformtton between subsystm.

All spacecraft data transfer, wtth the exception of aud|t tratl
readout to the ground, ts accolpllshed through a volatile read/write
_y in the Self-Checking Fault Tolerant Computer block of
Ftgdre D2-2. Thts ts the mtn worktng lelory havtng high-speed
random access capability. As noted tn Ftgure D2-2, there are two
additional levels of memory - the nonvolatile buffer memory and
the nonvolatile mass memory. The nonvolatile buffer muory
Interfaces dtrectly with the computer mmory providing a slover
access speed but greater capactty than the volattle colputer
block tory. It stores crtttcal software routines and buffers
blocks of audtt tratl tnformltton. The nonvolatile miss n_ry
recetm and stores the blocks of au_;t tratl data from the non-

volattle buffer memory. It provtdes long-tern storage of audtt
tratl data for extended pertods of auton_s operation. As
noted from Ftgure D2-2, the nonvolatile mass memory my be accessed
direct]), by the ground through the I/0 unit. Also, any data or
software stored |n e|ther the nonvo|att|e buffer nmnory or the
nonvolatile ross memory may be accessed by the coq)uter memory
for transfer to any spacecraft subsystem as requ|red.

Referring to Ftgure D2-2, _he Self-Check ng Fault Tolerant Coqputer
block provldes the fault detection, fault tsolat|ou, and correction
comMnd issuance for not only ttself but the rmulntn9 blocks of
the CJIS. Thts tncludes the nonvolatile buffer mmmry, the non-
volat|le mass mmory, the I/0 untt, and the power converter untt,
all of uhtch are block redundant.

Typtcal tuplemntatlon characteristics mtght reflect an 8 ktloword
to 32 ktloword Coaolt_lentary Iqettll Oxlda Semiconductor (_JIOS)
computer memory, a 10° btt t 2 10 / bit Ix)bble lemory for the
nonvolatile buffer, and a 10° bit to 10 _ bit tape recorder for
the nonvolatile mass memory.
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B. EVALUATION

1. Seneftts

Potential beneftts that could be realized from use of the CMS
tn a decentralized system des|gn architecture are Identified
as follows:

a) lYctllzes Extsttng Subsystem Capability

A buffered mass datl storage subystem comparable to the
CNS design dscrtbea tn Sectton [II.A.5 is requtred to
accommodate the audtt tratl storage for autonomous space-
craft missions Independent of the system destge architecture.
In the decentralized architecture thts extsttng data
storage capability could be aodtfted to become the CMS and
used to accolpllsh transfer of lnfomatton between
subsystem. Therefore, the merit• for the transfer of
tnforlutton between subsystems ts virtually free for the
decent ra 1t zeal arch t t ecru re.

b) Eliminates Reed for Central Executive Subsystem

The CRS eltwrl_ltes the need for • seNrlte and relatively
colplex subsystem to perform the central executive control
functton bet,men subsystems.

2. Perfomance Features

a) Capable of Htgh Speed Random Access

Through use of a col_•rattvely low Cal_mC_ _ol•ttle,
rind(m access rtad/_rlte memory for dtre_( _ystm tnter-
factng, htgh speed lnforRatlon transfer beSom•eft subsystems
can be achteved as r_lut_.

b) Capable of Protecting Crtttcal lnfoNBtton

I1onvolattllty ts provtded tn a coaparattvely htgh capactty
tnternal memory to protect 1) audtt trat1 data betng accum-
1•ted for both spacecraft and ground Interrogation and 2)
crtttcal software routines to be used for reloading space-
craft maortes as required.

c) Passtve Operation

[nformtton transfer between subsystems can be achteved
passively (no generation and tssuance of external commands)
by st•ply wrtttng tnto and readtng from spectftc memory
addresses as requested by the subsystems.
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o Flextb|ltty

Characteristics of the Cl_ related to its flexibility are
described as follons:

a) Performance Adapt1 vtty

Through application of aultlple technologies (CMO5, bubble,
and tape), the elements of the CMS can be re_dlly organlzed
to provide both htgh Information transfer rates and high
storage capacity at a CO_l)arattvely low average po_r level.

b) Capactty Adapt1 vtty

The storage capactty of all me_ortes can be eastly Increased
or decreased to best meet the needs of any particular
mtsston by use of a mxlular approach to memory design and
Implementation.

c) Iq sslon Independence

The spectftc tnformtton transfer needs of any mlsston
and/or mtsston phase may be rudtly ac¢omodated through
r_allocetion of zmmory space and subsystem ttme slot
availability.

o Constratnts

Pertinent constraints levied on the CMS when used tn a
decentralized system design architecture are Identified as
fol 1ows:

l) Fixed Time Slot Allocation

The CMS can access tnformtton frm or provide Information
to a spectftc subsystem only durtng predeftned time slot
allocations for that subsystem.

b) Self-lmposed Integrity Ratntenance

Stnce there ts no central spacecraft computer to perform
fault diagnostics on and effect fault correction of the
CMS, the CNS computer must be both self-checking and self-
correcting. It must also perform the fault detection and
recovery functions for the remaining block redundant
elemnts of the CRS. These constst of the nonvolatile

buffer memory, the nonvolatile mass memory, and the 1/0
untt.

02-24



5. Tradeoffs

.

The following tradeoffs, related to use of the CMS In a
decentralized system design architecture should be performed
prior to a CMS detailed design.

a) Adapttve Ttme Slot Allocation Versus Complexity and Cost

Tradeoffs between the feasibility of providing adaptive
ttme slot allocation to subsystems as a function of mission
need versus complexity and cost should be performed.

b) Level of Fault Tolerance Versus Implementation Comlexlty
and Cost

Tradeoffs between the level of fault tolerance, subsystem
complexity, and cost should be performed to determine the
opttmm balance commnsurate wtth available technology,
acceptable risk, and overall mission needs.

Other Orl vers

Some CMS design-related drlvers that could significantly affect
the performance and Implementation characteristics of the CMS
when used in a decentralized system design architecture are
defined as follows:

a) Memory Allocation Methodology

The methodology used for memory space allocation within
the CMS is _ potentially crltlcal driver. It could have

significant effect on CMS performance, reliability, mass

and power.

b) Available Technology

The technology available for implementation of the various
memory blocks of the CMS will have a profound effect on
the performance, reliability, mass, a,d power characteristics
of the CMS.

o Det factors

Some potentially negative attributes of the CMS design architecture
defined herein are discussed as follows:

a) Dependence on Several Technologies

The CMS design architecture defined In Section III.A.S

would require three different types of memory technology

for its Implementatlon due to the wlde range of performance

capability required. These are CMOS, bubble, and tape.

Furthermore, serlal implementation of the different tech-

nologies is also required thereby potentially decreasing

re.liability.
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b) Dependence on Electromechantcal Oevtces

Assumtng current state-of-the-art technolo_, the anticipated
mass storage requtrelents for the CMS destgn architecture
defined tn Section III.A.5 dtctate the use of a magnettc
tape recorder to achleve the necessary capaclty. Since

tape recorders have lechanlcal wear-out characterlstlcs,

stop/start cycles must be 11mlted by the use of a large

capaclty buffer. If the technology used for the solld-

state nonvolatile buffer could be extended to encompass

the storage capaclty requlred for the nonvolati|e mass

memory, the tape recorder could be e11mlnated.

Conclusions

The foreoolng evaluatlon of the candldate CMS deslg, architecture
descrlbed In Sectlon II|.A.5 has resulted In the fo|1owlng pre-

ltmtnary conclusions:

a) 1nfomatton Transfer Effectivity

The candidate ClqS destge architecture appears to provtde
an efficient Aeans of tnfomatton transfer between fully
decentralized subsystems where no central spacecraft
computer control ts elployed.

The candldate CMS deslgn archltecture may be used to effect

executlve control over one or more subsystem If deslred with

nothlng more than software modlflcatlons.

c) Technolog Requirements

The candidate CMS destgn architecture may be implemented
ustng only current state-of-the-art technology so that no
advanced technology development ts required.
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IV_ TT&C DESIGN ARCHITECTURE

A. DESCRIPTIONS

The TT&C receives, processes and transmits information (data) to and

from the spacecraft over RF links. The TT&C receives, tracks,
demodulates, detects, conditions and processes data received over

the RF "upllnk". The TT&C also accepts data from the spacecraft

CMS, processes the data, conditions it, modulates it on an RF carrier,

amplifies the modulated RF carrier and transmits the data modulated

carrier on the RF "downlink". Some data is received on the uplink

and is appropriately conditioned and transmitted on the downlink for

two-way data transfer. These processes are performed by the three

major RF functional elements - the Uplink, the Two-Way and the Down]ink.

1. Function

The TT&C provides telecommunicatlon functions for the spacecraft.

Over the upllnk, the TT&C subsystem receives data modulated on
an RF carrier. The coe_rand data is demodulated from the carrier

and the data bits detected. This data is then processed and

sent to the Common Memory Subsystem (CMS) for storage and

subsequent use by other subsystems. Some received data is two-

way or turnaround data which is processed in the TT&C RF

equil_nent and then transmitted on the down, ink. Spacecraft

data accumulated in the CMS memory is processed, formatted, and
transmitted on the downlink by the TT&C. The TT&C functional

block diagram is shown in Figure D2-3. This block diagram shows

the three mw_jor functlonal elements: the Uplink (Up), the Two-

Way (Tw) and the Oownllnk (DN). The Antennas, Antenna Control,

Antenna Select, Nlcrowave Components, and the Control and

Monitor are functional elements of the TT&C used to accomplish

the three key functions.

2. Functional Elements

The following represents a partitioning of the TT&C into functional
elements:

a) Upllnk Function

The functlonal block diagram for the uplink function (Up)

with its functlonal elements is shown in Figure D2-4.

The upllnk function receives information from data modulated

on an RF carrier (e.g., from the ground or another satellite).
One or more of the antennas receive the RF carrier. The

antennas may require steering (mechanically or electrically)

to point to the signal source. The steering may be from

signals generated within the TT&C or by the Attitude,

Translation and Pointing Subsystem (ATPS). The received

RF signal is filtered and directed by the antenna select

and microwave component elements. The RF signal is then

down converted in frequency; the data is demodulated; the

data information is detected; the data is conditioned;
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and, the data is decoded as co_land information to be
sent to the CHS. Some of the uplink data is conditioned
and turned around for two-way transmission on the downlink,

The control and monitor functional element mo_tors the

TT&C status and via the CMS receives other information

required to maintain and provide the uplink function service.

b) Downlink Function

The downlink function iDN) and its functional elements are

shown in Figure D2-5. The downlink function obtains data

from the CMS memory or two-way function at its input. The
data is formatted and processed; then it is cof;ditioned

and modulated on the RF carrier. The modulated RF signal

is amplified and provided to the antenna selector and

microwave components for transmission over one or fJloreof

the antennas. Some of the antennas may be steerable and/or

beam formahle. These antennas receive pointing direction
from the TT&C.

The control and monitor functional ele;_ent accepts internal

and external information required to maintain and provide
the downllnk function service.

c) Two-way Function

The two-way function (Tw) is shown with its functional

elements in Figure D2-6. The two-way function accepts data/

information from the uplink function and conditions it.

This conditioned data is then provided to the downlink

function for retransmission (e.g., the data could be the

carrier and/or ranging for two-way tracking).

The control and monitor functional element accepts internal

and external information requi_ed to maintain and provide

the two-way function service.

Functional Requirements

The functional requirements imposed upon the TT&C by the

decentralized system design architecture are defined as follows:

a) Receive an RF carrier with data modulated on it. (Tills is
over the uplink* path.)

*ROTE: The terms uplYnk and downlink are used figuratively. These are the

normal terms used for the RF paths over which signals are received by

and transmitted to and from the spacecraft. (These RF paths could be

between any sources, e.g., the spacecraft and another satellite.)
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b)

c)

d)

e)

f)

g)

.)

i)

J)

k)

Oemmodulate and detect the information modulated on the
carrler.

Condition the upllnk detected data bits into an information
blt stream.

Decode and valldate the command informatlon words.

Provide decoded and validated command words to the CNS.

Demodulate and detect two-way data on the upllnk carrier;
translate the data; modulate the data on the downlink

carrier; and. transmit the modulated carrier.

Recelve data from the CMS memory. This data shall be

formatted into a telemetry data stream. The formatted
data shall be modulated on an RF carrier and transmitted

vla the downllnk path from the spacecraft.

Provlde slngle-polnt failure fault tolerance. The upllnk,
downllnk and two-way functlons shall meet thelr speclfled

requirements wlth one failure. Wherever practicable, the

deslgn shall provlde graceful or no degradatlon wlth more

than one fallure. The ability to survive a single failure

and the ablilty of the TT_LC design to meet requirements

wlth multlple fallures are mlsslon dependent functions.

(However, to achleve level 5 autono_, the meetlng of
the one fallure crlterla is probably a mlninum). The key

to the no slngle-polnt failure deslgn Is the control and

monltor functlon. This function will have to incorporate

a fault tolerant self-checking computer capab111ty.

Nalntaln "availability" of the upllnk function for receptlon

of data. In the event of a failure, this function shall
be avallable wlthln a "reasonable" amount of tlme. Thls

functiom could be unavailable for "brief" periods of tlme

whlle self health and maintenance checks are belng performed.
The terms "reasonable" and "brief" are mission defined

duratlons.

Nalntain avallablllty and/or operation of the downlink
functlon. The downllnk function shall be avallable to

return data or shall be sending data almost continuously.

Thls service can be temporarily Interrupte(i during a

fallure or during health and maintenance checks. The
duration of fallure down time and health checks are mlsslon

deri ved parameters.

Maintain availability of the two-way function for use on

the same basis as the uplink and downllnk functions.

D2-33



4. Interface Requirements

The interface requirements imposed upon the TT&C by the decentral-
Ized system design architecture are defined as follows:

a) Power Subsystem (°WR)

l) The TTiiC receives redundant power from PWR.

2) The power Is raw. The TT_ converts thts raw voltage
for Internal use.

3) Power management Is performed by the TT&C on the

incoming power. The TT&C optimizes the allocated

power within preset but variable states (e.g., maximum

power, mission phase, spacecraft states).

4) The TT&C controls the power baseo on information from
internal and external sensors and information.

s) Typically the downllnk function is one of the major

power users on a spacecraft. This function typically

wlll have sepalate power lines or sources.

6) Emergency standby power shall be provided by PklRto

maintain critical mission functions (typically for

critical memory or data storage and preserving the upllnk

comund capability).

b) Common Memory Subsystem (CMS)

l) The TTiC can request and receive preprogrammed stored

sequences from the CMS memory. However, some or all
of these could be stored in the TT&C memories.

z) The TTtIC wlll receive executive or direct co_nands fro_

the mlsslon control via the CMS (i.e.. ground executive

control).

3) The TTIC provides to the CMS all status, sensor data,

and telemetry type data required by the spacecraft

subsystems.

4) The TT&C receives, when requtre_, any subsystem or space-
craft information, status or sensor data from the C_S.

s) The TT&C receives any required central or digital tieing

slgnals from the CMS.

6) The TT&C provides processed and decoded command words
to the CMS.

7) The TTIC receives stored spacecraft status and parametric
data from the CMS to be formatted for transmission on

the downllnk.
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c) RF "Uplink and Oownltnk" Path

d)

e)

f)

Thts Is the RF interface for receiving and transmitting
data. Typically thls ts an interface itth the ground
system. However, nothing precludes interfaces with other
locations (e.g., a satellite or the Shuttle).

_ttttude, Translation, and Pointing Subsystem (ATPS)

l) For mechanically articulated antennas the TT&C provtdes
"pointing" or locatton information to ATPS (vta CMS).
The ATPS directs the antenna articulation control and
controls the spacecraft attitude to point the beam to
the correct location.

z) For electronlc steering or beam shaping of antennas,
the TT&C receives from ATPS (vla CMS) spacecraft posltlon

and attitude information. The TTaC then controls the

beam(s) direction.

3) The TT&C may perform tracklng of the upllnk carrier

(e.g., monopulse or conscan) to provide polntlng

information. Thts "stgnal location" tnformatto_ would
be used b.y the TT&C to pott_t the Multt-Bmam Antennas
(IA's) and Electrically Steerable Antennas ((SA's).
The TTAC vould provtde thts data to the ATPS (vta CMS)
to potnt articulated antennas or for spacecraft
attitude control.

Temperature Control Subsystem (TCS)

1) The TTIC provides teqperature and status information
to TC$ vta the CNS.

2) _,_me temperature control management w111 be performed
w1thln the TT&C. However, f_r Inter-subsyst_ or system

teqperiture effects, TCS shall direct the control.

TTt£ Internal Interfaces

1) Service Function Control

The selection of oper&ttng modes and elements for the
TTaC wtll be performed by the Control and Nonttor (CSM)
functional element. Tnts function wtll receive commands
and execute stored commands and command sequences to
perform the required TT&C service functions. Thts ls
the control for all TT&C functional elements.
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Z) Rmtnten_nce of the Servtce Functton

The Control and Ilonttor functional element Interfaces wtth
the vartous tnternal TT&C sensors and the CMS for the In-
formation required to judge correct operation of the TT&C.
Thts untt wtll modify the TT&C state, select redundant
units, do whatever ts necessary to _eet performance
requirements or go to back-up degraded performance modes.

The TT&C wtll Internally decide how to maintain the service
functions vta cuntrol of tts tnternal elements. In some
cases the function wtll require another subsystem's action.
For these cases the C&lq provides the information to those sub-
system vta the CMS for action. Those subsystem wtll, of
course, have to accept those "requests" on a preestablished
(but modifiable) basis.

The sensors for judgtng performance could range from the
common type telemetry sensor (e.g., AGC, Helix Current) to
complex specialized sensors such as telemetry function
test receivers.

5. Block Diagram

The functional block dtagram for the TT&C are shown in Figures
D2-3, -4, -5, and -6.

EVALUAT[ON

1. Benefits

Potential benefits that could be realtzed from use of the TT&C
tn a decentralized system design architecture are Identified as
follows:

a) The subsystem ts relatively Independent of the spacecraft
system and other subsystem.

b) The functions and requirements on the TT&C can be verified
through test at the subsystem level wtthout conq)lex system-
level subsystem Inter-reactions.

c) There are fewer interfaces wtth other subsystems.

d) Comlex analog Interfaces become simple dtgttal Interfaces.

e) Functionally complex interfaces become simplified stnce, many
complex system interactions and Interfaces are now within
the subsystem.

f) The subsystem can be function alone without interference
from or to other system elements.
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g) The subsystqm hardware and software designs are somewbat
self contained. The amount of system-level knowledge
needed by the designers ts reduced. However, the system
des|gn phase has to be very extensive to tnsure subsystem
design consistency w|th system-level requt rements.

h) Internal YTIIC decisions can be made on an Internally
controlled executive basis and prnbably more raptdly than
In an over-taxed centrallzed system.

t) The technology exists for relatively low power and moderate
speed processing as well as for low quantity data storage
(,qmmory). The subsystem should not requtre large memories
or have requlr_nts for slzable computing power.

J) The subsystem performance can be optimized at the subsystem
level.

Performance Features

Significant performnce features of the TT&C when used tn a
decentralized system destgn architecture are Identified as follnws:

a) Performance optimization should be possible because of
tnternal decisions.

b) ]ndtvldual analjsts/dectslon/actton ttls should be neduced
wtth decentralized processing. There could be many parallel
actlvltles occurring slmltaneously.

Flex1 bt 1tty

The TTllC could make significant l nternal destgn changes wtthout
Influencing the system destgn, as long as the basic functional
and interface requirements are essentially unchanged. Conversely,
the spacecraft system destgn changes might not cause large
changes tn the TT&C depending on the nature of the change,
Thts would be on a mission-to-mission basis. The decentral|zed

system should be very efficient In making changes needed for
vartous missions. In particular, using Individual functional
elemnt hardware and tatlored software should minimize the

problem of addtng or delettng functions or harclware. Basically,
the subsystem would employ mo<lular destgn techniques. Having
hardware and software functions destgned In a modular one-for-
one basis should Nke changes easter to Implement.

Constraints

Pertinent constraints levted on the TTILC when used tn a decentral-

Ized system design architecture are identified as follows:
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a) PWR has to provide, via CMS, "available" powc,- status tnfor-
Nation. The TTJC controls the power internally. However,
the control decisions have to be made on the basis of the
power quantity available for each standard and non-standard
mission phase. PWR also will have to supply a power bus
for critical functions such as command or memory.

b) The TTEC and ATPS will have to carefully define the functional
interface allocations. The TT&C needs to transmit and

receive signals via the antennas to carry ou_ its functions.

To do this the spacecraft must maintain a spec fled attitude

and/or keep the antennas pointed at the proper location.

Also, the TT&C can locate the position of the transmitter

sending signals to the spacecraft via RF tracking technilues

(i.e., the TT&C can d_termine the spacecraft attitude).

The TT_ will supply its pointing requirements to ATPS and

It wlll supply pointing information from the received signal

to ATPS, The TT&C will provide control to antennas which

are electronically steerable. For mechanically articulated

antennas which can influence the pacecraft attitude, the

TTaC will issue Its pointing requirements to ATPs. ihe

ATPS or ground control wtll have to resolve pointing
request conflicts.

c) The TT&C and TCS will have to supply information back and

forth. The TT_ power ampllfiers are typically big power

and thermal dissipators.

d) Access to CRS information from other subsystems or from

the system will probably be on a time shared basis.

Careful design will have to be accomplished to establish

the appropriate or acceptable "sample" interval, especially
for critical functions.

Tradeoffs

TBD

Other Drivers

TBD

Detractors

Some potentlally negative attributes of the TT&C design archi-
tecture defined herein are discussed as follows:

a) The TT&C will require significantly more internal design
effort. Thls design will be In functional and hardware

design as well as a significant effort in software develop-

merit, The overall system design effort should be co,_parable

to that required for a centrallzed system.
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b) The subsystem test ttme will increase significantly.

c) The subsystem complexity will increase significantly.

d) The subsystem costs will increase.

e) The internal TT&C interfaces will be more complex.

f) Subsystem functional and design requirements will be more

complex.

g) Self-checking fault tolerant computer technology is almost

but not quite here (for reasonable mass, power and cost).

Conclusions

One of the key advantages of decentralized processing to the

TT_ is having one set of design engineers do the functional

and detailed design of a cofq)lex subsystem. Thls centralizes

design responsibility to a fairly low level. This is opposed

to having a central design, an ATPS design, a PWR design, etc.,

all of which interact significantly with one another and all of

which are pretty much independent of one another in design
details. The decentralized approach will require a very heavy

front-end top-down system design to insure that the spacecraft

design will meet mission requirements,

Subsystem performance validation at the subsystem level has
many benefits. Expensive problems at the system level should
be minimized. System type problems should be more readtly
identified and solved at the subsystem level.

There will be problems in how to functionally allocate and

control some functions which have classically been handled by

an executive. For example, the TT&C needs to increase the
transmitter power and has to exceed its available raw power.

How are the priority needs established and controlled? Another

example would be the pointing of an antenna when other pointing

requirements conflict. There are solutions to these type) of

Intersystem functions in a decentralized system.
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V. PAYLOAD DESIGN ARCHITECTURE

A, DESCRIFTION

The following is a very generalized description of a payload for a
spacecraft architecture designed around decentralized processing.

This generailzed (mythical) payload could be one simple instrument,

a complex communications subsystem llke the one on DSCS Ill, or an

even more complex subsystem.

The payload is basically the key reason for the existence of a
spacecraft. It is the subsystem that is supported by the spacecraft
bus service functions. Fundamentally the payload is placed on board
the spacecreft to collect information and return this information to
the ground. (Some payloads like those of a killer spacecraft probably
fall outside the above definition. Also, the unique requirements of
manned payloads are not included here).

1. Function

The payload is typically the subsystem which forms the basis

for the mlssion. Host of the spececraft service functions are

directed at satisfying the needs of the payload. The function

of the payload is to gather and return information. In general,

most payloads have as key fuf_ctions the collection of data or

Informatlon vla some instrument; the processing and storing of

the information; the distribution of the processed or raw

data; and, the control and monitoring requlred to carry out

the payload functions.

The functional block diagram of the payload is shown in
Figure D2-7.

2. Functional Elements

The following represents a partitioning of the payload subsystem
into functional elements:

a) Instrument Function

The instrument function is usually made up of a device or

a group of devices which collect desired information (e.g.,

T.V. camera, infrared spectrometer, R.F. receiver). The

instr_:_eat can output digital and/or analog data to the

data conditioning function.
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b)

c)

d)

e)

f)

Data Conditioning Function

Typically, the information from the instrument requires

some type of conditioning. This may be a simple buffering
operation, an analog-to-dig;tal conversion, or data

compression. Basically, this function prepares or places

the data in a format suitable for storage or transmission.

For example, analog imaging data may be conditioned,

converted to dig}tal words, buffered and outpu_ted to a

storage system for non-real time data transmission. The

data could also be sent directly for real time transmission
via the CMS.

Data Collection/Storage Function

After the data has been converted to digital words it may

be stored for later processing or transmission. This

collection/storage function could be a simple buffer

memory, a tape recorder, or a combination buffer/tape.

Data Processing Function

In a simple system, the data processing function could be

passing data through for direct transmission.

In more complex systems, the processing function could

code the data for improved error rates or it could perform

exter,sive data compression operations. Basically, the

processing is a simple or complex modification of the data

to prepare it for eventual transmlssion on the downlink.

This processing could be off line for stored data or

in real ti,_e. Its output could be provided in real time

or routed to the storage function for later transmission.

Data Distribution Function

This function takes the real or non-real time data and

outputs it to the user via the CMS. The output could be a

simple single digital interface or it could be multiple

interfaces for multip'e destinations (e.g., X-Band and UHF

data transmission).

Control and Monitor Function

The control and monitor (C&M) function serves three basic

functions. It receives the commands, stores the commands,

and executes the commands required to carry out the payload

data collection and return function. The C&M al_o provides

the fault detection, isolation and correction functions

required for the payload to perform its required functions.

The C&M has the CMS &s its primary interface. It sends
data to the CMS and receives information from the CMS

(e.g., the instrument sees a star of the right magnitude

and need_ to know the payload position or orientation to

"name" or categorize the star; or, the payload instrument
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is pointed wrong and the payload needs to redirect it via a

spacecraft orientation change). Any sensors required for

fault maintenance are part of the C&M functional element.

Functional Requirements

The functional requirements i_osed upon the payload by the

decentralized system design architecture are defined as follows:

a) Collect data via its instruments. The data shall be

appropriately processed and conditioned for subsequent

return of the data to the user through the CMS.

b) Provide to the CMS all status and informatior required by
other subsystems.

c) Receive via the CMS all information required to carry out
its functions.

d) Complete its required functions without direction from

outside sources except for exe_utlve control commands from

the ground mission contr.).

e) Accomm_late the reliability, redundancy and failure policies
established by the project.

Interface Requirements

The interface requirements imposed upon the payload by the
decentralized system design architecture are defined as follows:

a) Power Subsystem (PWR)

l) The payload will typicaliy receive raw power and provide

its own internal conversions to get the appropriate

voltages.

2) The payload controls the distribution of the input power

internally (i.e., provides its own power management based
on allowable load information received from PWR via the

CMS ).

3) For critical loads, separate power interfaces wi11 be

provided.

b) Common Men_ry Subsystem (CMS)

I) The payload can request and receive preprogrammed

stored sequences from the CMS memory (however, some or

all of these coula be stored in payload memory).

2) Mission control executive commands will be received via
the CMS.
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3) All required payload status and information will be
provided to the CMS.

4) The payload data and information will be sent to the

CMS for distribution (typically to the TT&C for downlink

transmi ssi on ).

5) The CMS will provide the payload with aii required

information from other subsystems.

6) All spacecraft digital timing will be received from the
CMS.

c) Temperature Control Subsystem (TCS)

The payload provides data through the CMS to the TCS for

maintenance of prescribed temperatures. Some specialized

temperature control is accomplished through internal payload

temperature management. Those areas of temperature control

which influence other subsystems are controlled by TCS.

5. Block Diagram

The functional block diagram for the payload subsystem is shown

in Figure 7.

EVALUAT ION

1. Benefits

Potential benefits that could be realized from use of a payload

in a decentralized system design architecture are identified as
follows:

a) The payload is frequently the subsystem about which a

spacecraft bus is designed or redesigned. Having the

payload as divorced as possible from complex subsystem

_nterfaces via an appropriate decentralized processing

design makes it more independent of the spacecraft system.

b) The performance requirements are more easily validated at

the subsystem level without simulating complex subsystem

and system interfaces.

c) There are fewer interfaces with the spacecraft.

d)

e)

The information interfaces are simple digital interfaces.

Functionally complex interfaces become simplified.

f) The subsystem can function alone without significant

interference to or from the other subsystems.
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g) The subsystem design is somewhat self-contained. If the
system design is rigorously defined, the subsystem design
can proceed somewhat independently.

h) For complex payload subsystems, which typically have highly

specialized functions, a separate control and monitor

system is probably desirable. The subsystem designers

should be able to do a better job of designing the subsystem;

however, a simple payload could be overdesigned with its

own processing capability.

i) The response times should be faster in the self-contained
processing approach.

J) It should be easier for the subsystem engineers to optimize

the performance with integrated processing capability.

Performance Features

Significant performance f_atures of the payload when used 'n a

decentralized system design architecture are identified as follows:

a) Decision times and data processing capabllltles w111
probably be faster than with a shared processor.

b) There should be. performance improvements due to design
optimization.

Flexlblllty

The Internal payload design could change slgnlflcant]y without

making significant spacecraft system changes. This assumes

that tha fl,nctional and interface requirements remain the same.

Converse]y other subsystems could change significantly without

causing large changes to the payload. The self-contained

payload approach is somewhat like the Goddard MMS approach,

although they do not use enough distributed processing.

Depending on payload comp]exity, a "standard" or building block

bus could _erve a wide variety of "snort" payloads. Many of

the payload instruments are becoming "smart" to simplify space-

craft interfaces and to establish multlmlssion applicability.

Constraints

For the most part, constraints will be dependent on the exact

functions performed by the payload. However, a few possible
constraints are identified as follows:

a) Power will be received "raw". All conditioning, controlling,

and monitoring of power will be accomplished by the payload.
This control and monitor function will probably be based

on informat;._n fro_ power via CMS (e.g., mission phase or

e_ergency power-down state).
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b) Frequently the payload instruments need precise pointing
to acquire the tnfor_tton required. A set of interface
functional requirements between ATPS and the payload would
need to be well deftned.

c) The payload is frequently a major po_er corsumer. A well
defined thermal control interface between T_'S and the

payload will have to be estahllshed.

d) The data to and from the payload will probably be on a

time shared basis. Thls will require careful design to

insure that the timing Is right.

Tradeoffs

TBO

Other Drtvprs

TBO

Oetractors

Some potentlally negative attributes of the payload design
architecture defined herein are discussed as follows:

a) The payload will require more internal design effort than

wlth a centralized system.

b) Subsyste_ validation time could increase.

c) The payload complexity could increase.

d) The subsystem costs could increase.

e) _lf-checklng fault tolerant computer technolo_ is

advancing; however, It could be costly in mass, dollars,

and power when compared wlth current technology.

f) Overall use of an internal procssor may be inefficient
(e.g., lots of memory and computational power could be
Idle most of the time, especially for maintenance and
monitor functions).

Conclusions

The payload frequently governs the design of the spacecraft bus
or service functions, The decoupltng of the payload from the
spacecraft bus by decentralized processing makes a spacecraft
bus design less susceptible to large changes when the payload
design changes.
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Decentra tzed destgn also places design responsibility at a
lower le_'el, Wlth mission and system requirements being well
defined, the design responsibility can be delegated to the
subsystem engtneers.

The tnd!vtdual payload and the spacecraft system and subsystem
performance can be validated relatively independent of one
another. In the case of the typically complex payload, having
independent va!tdatton of the spacecraft system could have
significant cost and schedule advantages.

There wlll be problems 11,how the payload obtains needed services

from the spacecraft bus. The functional and detailed performance

requlre_ents wlll have to be very carefully deflned. An example

would be how the payload would "request" pointing the spacecraft

or instrument at a specific location.
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Vl. NAVIGATION SUBSYSTEM DESIGN ARCH!TECTURE

k. DESCRIPTION

1. Function

The prlmary function of the Navigation Subsystem (NAV) is to

maintain the spacecraft at Its assigned longitude within a

prescribed set of limlts. In addition, the payload users

require data describing the current and predicted spacecraft

posltlons and velocltles. In a decentrallzed system, NAV is

also assigned certain mission control responsibilities. These
latter responsibilities include 1) keeping track of mission

phase and Z) contro111ng propellant consumption rates by

approprlately varying the statlon-keeplng boundaries.

2. Functional Elements

To accomplish tts functions, NAV requires sensors to measure

the orbit of the spacecraft and a set of computer algorithms in
a self-checklng fault tolerant computer. The algorithms
transform the measurements into, first, an estimation of the
current orbit and then tnto the maneuver commands required to
control the orbit. The current strawman subsystem uses an
Earth sensor, a star sensor, and a set of stx body-mounted sun
sensors to provide the required measureme._ts.

3. Functlemal Requirements

The functional requirements imposed upon NAV by the decentralized
system design architecture are defined as follows:

a) Acquire Earth, Sun and star measurements

b) Smooth, edit and calibrate memsurements

c) Estimate spacecraft orbit and related parameters

d) Plan and command maneuvers required to maintain station

e) Provlde telemetry data to CMS

f) Provide navigation parameters to CMS

g) Provide self-malntalned fault tolerance to all internal

slngle-polnt fal lures

h) Maintain absolute time reference

4. Interface Requl rements

NAV interfaces dlrectly with only the CMS and PWR. However,

Navigation sensor data may be on a separate bus supplying data

In parallel to both ATPS and NAV.
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5. Block Ot agra_

The functional block diagram for NAV ts shown in Figure D2-8.

EVALUATION

1. Benefits

The use of a decentralized architecture benefits N_V in several

way_ by simplifying the interfaces wlth othei subsystems.

In general, a number of different subsystems interface with NAV

and by passing thls data through a common buffer (the CMS) the
details of the interface can be better described and controlled.

This structure will automatically force a degree of consistency
between Indlvldul interfaces. The structure also allows the

optimization of the computer utilization. The NAV function is

heavlly computer dependent; however, the characteristics of the

computational requirenents are very different from ATPS, the

other major computation center. ATPS is basically a "high"

frequency subsystem where the updates and comands are recomputed

on short tlme Intervals. NAV, on the other hand, is a "low"

frequency subsystem and perform massive computations on fairly

large time intervals. The difference in the frequency character-
istics of the two subsystem Is expected to make the integration

of these functions tn a single centralized computer much more
dlfflcult than the integration In separate computers.

2. Performance Features

As noted previously, NAV benefits fro_ a decentralized archi-
tecture by simplifying the interface requlr_ents and by allowing

for efficient usage of the computer resources. Especially tn
the latter case, the use of a separate computer limits the
impact of c,.anges in the NAg algorithms and should allow far
more efficient development and testing.

3. Flexibility

The use of a separate computer factltty provides NAV wtth the
capability to adjust the real-time computational cycle, in

response to current requirements, without impacting other

subsystems. The subsystem is also better able to adjust to

program updates and mxlificatlons.

4. Constraints

The potential weak link between the various subsystem, implicit

in a decentralized archltecture, wlll require detailed system-

level design to insure that failures (or symptoms) involving

two or more subsystem are handled properly. If not, longer

time constants could result, increasing the potential for unstable

iteration loops to exist between subsystems. Due to its coupling

wlth a number of other subsystems, NAV is particularly susceptible

to thls problem.
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5. Trade-Offs

Strong syste_-level design wtll be required t._ insure that the
total set of system-level functions are properly and constantly
assigned to the various subsystems. Since NAY is expected to
be assigned a nuMd)er of system functions (propellant control,
for example), early definition ts required.

5. C_cher Drtvers

NAV may be influenced by the required intersubsystem data

transfer rates. Minimizing these rates will benefit NAV.

7. Detractors

A decentralized architecture results In the assignment of
additional functional responsibilities to NAY. The additional
work wtll decrease the efficiency of the baseline navigation
computations.

8. Conclusions

A decentralized system appears to be a very workable architecture
wtth major benefits to navigation. Detailed analysis of inter-
subsystem colmuntcatton rate requirements ts needed before a
final configuration can be chosen.
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VII. ATPS DESIGN ARCHITECTURE

A. DESCRIPTION

The Attitude, Translation, and Pointing Subsystem (ATPS) control
intelligence (logic) is partitioned into microprocessor modu|es

located within associated devices which are responsible for local

control and collection of data. An ATPS executive processor

coordinates the handling of the various data sources and performs

hlgh-level tasks such as co--riCing, formatting TLM, data reduction

and analysis, adaptive contro!, fault validation, reconfiguration

control, mission mode equlp_ent usage, and all hlgh-level autonomous

management.

The ATPS, Figure D2-9, consists of a network of distributed micro-

processors connected by a simple internal bus system. Each device

(sensor and actuators) assembly contains an embedded processor module

wlth memory and an i/0 interface to the Subsystem EXEC via the

internal bus. Both Intramodule operations and I/O functions are

synchronized by a real tlme interrupt (RTI) with a period on the

order of two msec. I/O operations are initiated only in the occurrence

of a RTI interval thus avoiding time-critical design and the burden
of controlling high-rate I/O operations.

1. Function

The ATPS provides the sensors, computation, and actuation

required for real-tlme control of spacecraft attitude, translation,

and payload or other instrument pointing. The ATPS functions

in cooperation with other autonomous subsystems via the CMS to

furnish requested data and servlces and to respond to requested
actions from ground control. TLM is sent to the TT&C on a non-

Interference direct memory access (DMA) 11ne via the CMS, and

attitude sensor data is sent to NAV. Required delta-V thruster

operation is commanded to satisfy action requests from NAV

which specify thrust vector orientaion and velocity increment.

2. Functional Elements

The ATPS consists of the followlng three major functional elements:

a) EXEC processor

The EXEC communicates with other subsystems via the CMS

time domain multlplexed (TDM) spacecraft Intercom bus.

The EXEC has data, command, and power llnks to all ATPS

perlpheral devices via an internal bus structure under

software (S/W) control. The associated EXEC electronics

accepts and conditions 28 Vdc power, and generates all

required secondary levels. The power relay matrix for

control of peripherals as well as EXEC modules resides in

the EXEC electronlcs, and full access is avallable to the

EXEC S/W and si)eclal hardware detection circuits for

heartbeat and other fault monitors. The EXEC also accepts

a master timing synch from the CMS, and distributes required

/
/
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peripheral sync or clock signals. In general, the internal
ATPS bus operates asynchronously via the RTI under S/W control,

and provides for transient power outage prntection. The EXEC

processor contains ROM, RAM and non-volatll_ (NV) memory in
the form of read/write bubble memory. The subsystem control

laws and all state estimation is implemented in the firmware.

Sensor post-processing and coordinate transformations;

o!)tical and inertial sensor data mixing and scaling; and

proportional, nonlinear, and adaptive control loop commanding
are carried out In the EXEC.

b) Sensors

Optical sensors function in two major spacecraft subsystems,
the Auto NAV and ATPS. The representative sensor set
utilizes three types of sensors: Earth, Sun, and Star
reference sensors. The Earth sensor controls the spacecraft
attitude In an earth reference frame and provides the
direction from which angles to the sun and to the reference
star are measured, The star tracker provides yaw data for
the ATPS and latitude information for NAV orbit determin-
ation, At geosynchronous orbit, the use of Polaris as a
reference star allows the latitude measurem_.nt to be

relatively independent of the longitude determination.

The data from the sun sensor together with the solar

ephemeris and _-b_ard clock tlme (orbit time) is used to

compute longitude. The three sensor sets have separate

control, Interface, and calibration requlrements under

supervlslon of the ATPS E_C. Data types are provided to

NAV in accordance wlth requests and NAV can perform Its

own type of calibration using that d_ta. Since the ATPS

has data bandwidth needs far greater than NAV (real-time

control vs extended-tlme orbit determlnation), the critical

t_me-dependent control and fault protection functions for

the sensors must be done by ATPS. A detailed discussion

of each of the individual sensor types is provided as
follows:

I) Solid State Star Tracker

High precision spacecraft stabilization and payload
p_Intlng usually depend on the use of a star tracker.

P;_rameters such as field-of-view, sensitivity, acqui-

sition logic and response time are typically fixed in

star tracker hardware, but mission requirements

often dictate a wide range of values. In most cases,

each user has been required to design _ unique star
tracker for specific applications. This results in

producing one of the most expensive devices on the

spacecraft for each mission type. _ost present trackers

utilize an image dlss_ctor tube which has a high cost,

limited life, and operates at high voltage.
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The ATPS Solid State Star Tracker utilizes a charged
coupled device (CCD) to replace the image dissector tube.
The CCD is a detector that offers significant improvements
in all parameters over the image dissector, e.g., longer
life, higher reliability, lower cost, simplicity, high
versatility, and low voltage operation. CCD's are manu-
factured with standard integrated circuit techniques by
semiconductor ccmpanies. The CCD output signal format is
sertal discrete charge packets ideally suited to digital
data processing. A microprocessor is used to perform the
data readout/acquisition, formatting and output processing
functions that were traditionally har_ired in place.
Simple variations tn programming can alter the basic tracker
functions wtthout necessity for hardware design changes.
This provides a high degree of functional adaptability for
multtmtsston use.

The basic concept of this sensor consists of an optical
system, a CCD area imager placed at the focus of the
optics, a microprocessor to handle data acquisition, data
processing/formatting/output control, and a control program
stored in Read Only Memory (ROM). The CCD integrates a
charge pattern resulting from the star field imaged upon
tt during the photon integration time. The charge pattern
ts then read out sertally line by line to an analog-to-digital
converter (ADC) which makes selected star data available
to the microprocessor. The microprocessor then performs
data editing, analysts, and error stgnal generation in
accordance wtth the stored program and presents the data
to the I/O interface registers. The decision logic and
computational algorithms tn the processor/program can be
adjusted to the mission requirements, thus relieving the
subsystem EXEC from having to perform these tasks. The
star tracker becomes, in a sense, an intelligent peripheral
tn a computer-based autonomous control system. It employs
adaptive strategies for 1) star mapping, 2) initial search
and acquisition, and 3) tracking on single or multiple
stars for spacecraft attitude.

Digital Sun Sensor

The ATPS Flne Digital Sun Sensor device consists of two

subassemblles, a sensor head and an electronics unit with

an embedded microprocessor. The sensor head contains the

optlcal elements for sensing the sun angle in two axes.

The electronlcs unlt processes the sensor-head signals and

outputs a binary number that Is used in the sensor transfer

function to solve for the sun angle. The transfer function

contains terms which are a function of thc output binary
number. The coefficients of the transfer function are set

during testing and callbratlon, and the complexity of the

transfe," function depends on the desired measurement accuracy.
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Signal processing for the fine sun sensors can be performed

using a variety uf techniques that can be tailored to

particular mission requirements. Typically, the raw

photocell data is amplified, filtered and combined with the

other cell's data, multiplexed into an ADC, and presented

to the microprocessor. The processor performs the logic

to res)Ive ambiguity when combining the fine and coarse

sensor data, and calculates the sun angle from the transfer

function algorithm. Data output is in binary format which

may be all natural binary or a combination of Gray code

and binary depending on the processing requirements. Serial

or parallel digital formats are available in buffered

form, and other interfacing specifics for data output

timi._ can be adapted to the particular mission requirements.

Earth Sensor

The Earth Sensor operates by balancing the infrared (IR)
radiation from the earth on pairs of solid-state detectors.

It provides spacecraft pitch and roll error signals for

stabilization of the yaw axis to the local vertical. The

array of detectors within the sensor detects the radiation

level change between the earth's atmosphere and the spatial

background. Opposing detector elements are paired and

when the spacecraft deviates from the Nadir alignment, a

null error in two axes is generated. Should the sun

intrude on any one detector the signal from the opposite

af the pair is automatically switched out, and the remaining

detector pairs are selected for the two axis error

computations. Control choice can remove one or inore

detector pairs from use whether or not sun intrusion

exists. The sensor also provides an earth presence signal

for use in initial acquisition/reacquire maneuvers. All

signal processing and detector fault protection is under

the embedded microprocessor control. An I/O module provides

interfacing to the ATPS EXEC via the internal subsystem

bus. The detector signal switching logic, sigaal mixing

and axis error computations, sun and earth presence logic,
and calibration/self-test routines are stored in ROM

program. This allows application flexibility and adjustment
via software control.

Inertial Sensors

ATPS inertial sensors (gyros) function in several ways,

depending on the system design, to provide an independent

control path for spacecraft attitude and pointing stability.

Modern high precision rate-integrating gyros have post-

calibration drifts and noise errors so small that they

provide a superior sensor for high-bandwidth maneuvers and

payload pointing compared to optical sensors. The optimum

systems usually combine both low-bandwidth optical sensors

and gyros in an aided-inertial mode with state estimation

filters. The optical sensor provides the long-term position

reference update to gyro random drift, and the shorter term
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position and rate data is taken from the gyro between

updates. Inertial control for acquisition and search

maneuvers, autonomous recovery from loss of optical

references, preprogrammed nadir pointing or offset nadir

scanning profiles, autopilot/thrust vector control during

delta-V station or orbit burns, and other dynamic control

tasks are typically designed around thP inertial sensor

capability. With the advent of high precision tuned-rotor

gyro technology, and the even newer fiber-optics Sagnac
Effect rotation sensor developments, the _ontinuous long-

mission use of the optimi_ed aided-inertial control

technique is feasible.

The ATPS e_bedded microprocessor inertial sensor assembly

will provide the capabilities for performing 1 _ rate and

position computations and 2) digital transfer of motion

state data rather than raw increments of rate/position.

Adaptability to mission and environments is possible by

programmable drift compensation ar,d noise filters, frequency

response shaping, signal mixing and scaling, temperature

compensation, test and calibration interfaces, and mode

control logic. Lower communication rates tu e ATPS EXEC

via the subsystem internal bus is a benefit ot preprocessing

raw signals, and performing device unique health checks at

the local peripheral point of control.

The ATPS utilizes three types of control actuators to

provide orientatio_ of the spacecraft and gimballed

payloads. Reaction wheels provide precision/proportional

control of attitude; thrbsters (mono or bi-propeIlant)

provide subsystem translation and wheel unloading; and

direct drive torque motors point the payload(s) ih two

gimballed axes. It is necessary for the ATPS to have

control authority over all these devices since the basic
stabilization function must account for all reactions

(angular and linear momentum exchanges) and i_ulsive

disturbances. The high bandwidth real-time control function

of ATPS requires a highly integrateJ approach to actuator

iBN)lementation, the control laws, and command generation

of the subsystem EXEC processor. The ATPS also provides

services to other lower bandwidth/less dynamic subsystems
such as NAV and RFS.

The three types of control actuators are described in more
detail as follows:

I) Magnetic Bearing Reaction Wheels (MBRW)

While attitude control using reaction wheels is an

established technique, the increasingly severe demands

of long mission l_fe and high reliability :,ith autonomou_

fault protection are strong concerns. For this reason,

development of advanced technology wheels has been

pursued with successful designs of internally redundant

and ton-contacting wheel bearings and _otnrs. Active
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and passive magnetic support loops under servo control,

and dual segmented _otor construction provides the

equivalent of six reaction wheels in only three units.
Electronic elements are substituted for mechanical

bearings and motor brushes, bringing the prediction of

reliability under control. Redundant circuits now a11ow

the two-in-one concept to be realized along with higher

precision of control due to the absence of bearing

friction. Lo_er power is afforded by the use of

efficient dc torque motors using electronic com._utation.

A typical MBRW assembly consists of three orthogonally

mounted wheels, each developing bi-directiona' torques

in response to commands from the ATPS EXEC. In prior

traditional control systcms a degradation in performance

has been experienced with fixed servo compensator

parameters, i.e., the control filter constants may not

be true over the entire speed range, and this also drives

D/A converter resolution requirements. Conventional

wheels are not readily adaptable to multimission needs

or changing conditions of extended-time missions. The

MBRW is a san_Dle-data system utilizing or. embedded

microprocessor for adaptive software c mpensation and

contrel. Modular partitioning of the MBRW functions

allows h,gh applications flexibility. These functions

are: I/O circuits for digit_l interfacing with the

ATPS internal bus; wheel speed controller logic and

servo; wheel motor drive modulation logic/circuits;

tachometer sensor logic; magnetic bearing ser¢o logic

and proximeter sensor circuits; and power supplies.

These features urder device software cortrol provide

the benefits of l) very long |ife under continuous

usage, 2) high precision attitude stability and

accuracy, and 3) greater fault protection in autonomous

operation.

2) Direct Drive Brushless Torque Motors

Gimballed payload articulation/pointing is provided b}

power efficient and accurate torque motors under pro-

portional control by the ATPS EXEC. The absence of

gearing friction and backlash and the smooth control of

the n_.yload line-of-sight for pointing 'and tracking are

clear attributes of modern airect drive, electronically

commutated, servo motors. Internally redundant motor

windings, commutator sensors, and motor controls

piovide fault protection under microprocessor supervision.

The embedded ROM software and I/O modules allow local

monitoring of command response in the gimbal motlon
closed loops through resolver or shaft encoder feedbeck.

The high bandwidth gimbal servos can function to carry
out the ATPS macro-commanos which are stored in t_e

local RAM uptil executed by the gimbal servos under ROM

control laws, Thus the EXEC to Actuator commLnication

bandwidth f,eed only be low to moderate, and th • EXEC
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ts unburdened from the htgh data rate I/O operation
othendse required. Local self-test and calibration
routines are stored tn the ROM subject to supervisory
valldatlon controi by the ATPS EXEC. Adaptablllt$ to

a varlety of mlsslon payloads and types of articulation

proflles (mosaic, raster, box, slngle or two axis

motlon, etc.) is provided by the microprocessor at the

device level without reflecting changes to the subsystem

desl gn/EXEC.

3) ATPS Thrusters

The Integratlon of detailed thruster and propellant

supply control functions (such as catalyst-bed heater

and temperature control, propellant solenoid and latch

valve operation, chamber-pressure sensor data acqulsltinn

and scallng, solenold curr_nt monltoring, and status
of redundant devices) ts feasible wlth an embedded
microprocessor in the propulsion assembly. Control of
all thrusters and supply valves, control of temperature,
pressure, and flow of f_utd level sensors, po_er-
switching off the ATPS bus, and a host of dedicated
local-management tasks can be done in response to higher-
level commands from the ATPS EXEC. Testing of these
functions ts made more complete and independent of
other assemblies. The command interface with the EXEC
ls readily emulated, and I/O data transmission via the
ATPS bus structure ts eastly validated. Device unique
self-test or 'health checks' can be performed at the
local point and status flags sent to the EXEC. The
removal of many housekeeping tasks from the higher
level processor affords a more efficient use of EXEC

co_q)utatlonal and system management capabllltles, and

reduces the throughput demands on the total ATPS.

Functional Requirements

The ATPS shall satisfy the following functional requirements in

cooperation wlth the other spacecraft autonomous subsystems and

wlth spacecraft communications avallable via the Common Memory

Subsystem (CMS):

a) Provide autonomous attitude and pointing reference

acquisition and re-acquire in all mission modes/phases.

b) Perform autonomous attitude, translation, and payload

pointing real-tlme control In all required mission phases.

c) Perform attitude determination computations and analysis

to support NAV and payload pointing functions.

d) Perform its tasks in cooperation wlth the other spacecraft

subsystems via the CMS communication link.
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e) Natntatn Integrity of shared sensors and other controlled
devices such as actuators.

f) Provtde autonomous calibration of its devices in a manner
transparent to other subsystems and users.

g) Per?o_ autonomous real-tlme propellant control and fault

manage_nt.

h) Respond to NAV requests for delt_ velocity thrust vector
control optlons and thrust magnltude/velocity increment.

i) Perform autonomous fault detection, isolation, correction/

recovery of subystem elements in a manner to maximize the

user/payload operational effectiveness.

J) Perform autonomous in-flight test and validation of

subsystem elements and functions.

Interface Requirements

The interface requirements imposed upon the ATPS by the decentral-

Ized system deslgn archltecture are defined as follows:

a) Communication by message words to and from all other space-
craft subsystem shall be vta the Common Memory Subsystem
(CMS) Intercom data bus.

b) Telemetry data shall be sent to the CMS via a spacecraft
direct memory access (DMA) bus. The CMS shall provide the

TLW data to the TT&C via a dedicated output link.

c) ATPS internal communications to a11 devices/peripherals

shall be via a subsystem bus separate from the CMS
communication links.

d) The ATPS EXEC Computer receives unregulated spacecraft

power (e.g., 28 Vdc) and converts this supply for internal

use and distribution to all subsystem peripherals. The

ATPS device power relay matrix is under control of the EXEC.

e) The spacecraft master timing reference is provided via the
CMS TDM Intercom bus to the ATPS EXEC.

Block Diagram

A conceptual functlonal block diagram of the ATPS with EXEC

Computer and dlstrlbuted processor peripherals is shown in

Flgure D2-g.
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B. EVALUATION

1. Benefits

Potentlal benefits that could be reallzed from use of the ATPS

in a decentralized system design architecture are identified as
follows:

a) The ATPS architecture provides all digital ir, erfacing to

the spacecraft level, and to its distributed embedded

processor sensors and actuators.

b) A11 interfaces are slmpl_fied and made to operate at a

lower bandwidth since raw data is not transmitted between

any computers/devlces.

c) Interfacing commonallty and I/0 standardization provides

modular, non-lnteractive changes to the subsystem archi-
tecture. This allows multimlsslon adaptability.

d) ATPS EXEC Computer control over its own power relays and

slmple Internal bus structure for data and power managem nt

allows efficient redundancy and expandabtlity management.

e) ATPS autonoav is considerably enhanced wtth local device
health checks and higher-level EXEC performance/fault
valldation. Subsystem self-test Is made transparent to

the outside interfaces by distributed intelligence.

f) Computer workloads are optlmized for the specific functions

allocated so that local embedded computers unburden the

ATPS EXEC from routlne/simple and devlce unique tasks.

Capablllty of the EXEC Is thus maximized and software Is
more efficient.

g) Advanced technology sensors and actuators with internal

redundancy provide savings in weight and cost while

improving rellabillty and autonomy control.

h) Subsystem fault protection and fault tolerance are greatly

improved by the combination of all the attributes stated

above. The effect is synergistic.

2. Performance Features

Significant performance features of the ATPS when used in a

decentrallzed system design architecture are identified as
fol lows:

a) Intelllgent peripheral devices are supervised and coordinated

by a subsystem EXEC computer.

b) Control system organization and performance is highly

robust end readily optimized for both pre-launch and in-
f11ght modes.
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c) Fault protectioe Is placed at the point of action and con-
stetted In layers to trap errors before they propagate

through the systel.

d) Sensors and actuator peripherals represent advanced
technology with enhanced perfornt_nce by virtue of embedding
spectal purpose processin 9 and I/0.

e) Devices have tnternal redundancy inherent in the designs.
B_,ock replication is not required unless dictated by a
double fatlure protection policy for any device.

f; Long-life (over 10 years) is feasible with computer and
device technologies of the ATPS (solid-state optical
sensors, non-contacting bearir_gs and commutation, unfloated
gyros/fiber-optic solld-s_LoLe gyro, and a11 dtgltal
Interfaces ).

Flexibility

Characterlstlcs of the ATPS related to Its flexiblllty are
described as follows:

a) The distributed computer architecture and modularity
provided by partltl_d functions between the EXEC and

peripherals creates a high degree of mlssion-to-_missl(_n

flex4blllty for hard, are and software changes.

b) Complementing the subsystem Internal structure, the CMS
decentralt zed approach to spacecraft level comuni cat tons
and data handling provides a wxinum degree of insensitivity
to changes mude at the system level.

c) Adaptability to changing mission requirements during the
build phase of the spacecraft system, as well as policy
variations for ground-space se(_ent operations, is made less
painful with the distributed/decentralized design since
major elements are decoupled from impact _o a htgh degree.

Constraints

Pertinent constraints applicable to the ATPS when usod in a
decentralized system design architecture are identified as follows:

a) Autonomous subsystems working in a cooperative mode will

require strong emphasis on self-dependence that is not

contradictory or in conflict wlth spacecraft resources and

imperatives of the mission.

b) Imp1(clt in the design of the various subsystems will need
to be a thoroughly thought-out software control over
priorities/protocols which satisfies the mission goals and
accounts for all the critical anomalies and contingencies.
These scenario type situation responses must be validated
tn system design and properly placed in the on-board soft-
ware of each subsystem.
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c) Colputmr I_mrdware and software wtll need to be selected by
criteria which account for the various subsystem processing
differences while preventing a proliferation of generically
different machines and languages. System level trades are
clearly required, and the constraints must be strong.

d) Subsystem responsibilities and tasks which are mutually
supportive will need assignment based on criteria such _s

criticality of control, bandwidth of control function,

interactlve/dlsturbcnce nature of the response, and loc_tlon

of data required for the function.

e) Decisions which affect on-board data rates between subsystem
must be guided by the need to maintain low to moderate I/0
transfers in order to obtain the full benefits of the
decentral tzed system.

f) Power conversions and internal distribution w111 be provided

at the subsystem level.

g) Transient power outage protection w111 be provided at the
subsystem level.

h) Comunlcatlons on the CMS bus wlll be at the tlme slot

a11ocated and should be compatible at no higher than a 2 ms
repetition rate.

i) Telemetry data will be routed to the CMS by a system
1the so as to remove that throughput burden from the on-
board subsystem-to-subsystem message management.

S. Tradeoffs

Local device unique health checks are intended to be in the
nLbmory (ROM) of a microprocessor dedicated to the operation of
devices tn a stngle assembly. Such a microprocessor would be a
oart of a distributed processing network comprising the ATPS.
The devices and electronics tn a given assembly could be managed
by this microprocessor and the device health check algorithm used
to remedy faults tn these devices. A switch of block or function-
ally redundant devices would require that a microprocessor tn
any assembly is ltnked to a subsystem Executive processor through
which such an action may be taken. The health of this ltnk must
also be ntonttored, perhaps ltke the monitoring done of the ltnk
between the AACS and CCS tn Voyager.

The virtue of distributing the health check of a given device to
the level of an individual hardware assembly is that the state of
the device ts transparent to any user. Any service using the
device either recetves a stgnal or establishes a degraded mode of
operation as appropriate. The difficulty with such a distributed

approach may be in the use of alternate devices to provide

comparison test health checks. For example, in the Voyager TCAPU

routine an important test which would detect thruster open

anomalies made u_e of the output of the sun sensors. If the TCAPU
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algorttMwas located tn the memory of a microprocessor tn
I s_arate propulsion subsystem, the sun sensor stgnals
would need to be transmitted to that system. Given the
critical nature of the test, thts transmission must take
place tn a timely fashion. A fault in the transmission
ltnk or some delay in the receipt of the sun sensor signals
may have a serious impact on the spacecraft. This is a
good reason to re-think conventional system partitioning.
In Suw_Mry, the issue of distributing health checks to
individual assemblies in the ATPS or subsystems throughout
the spacecraft can only be dealt with tn the context of
the appropriate system and subsystem architecture of 4n
individual spacecraft. Only a top-down design approach In

a specific application can yield the information necessary

to decide the degree of distributing the fault protection
processing as opposed to maintaining a centralized location

for such processing. The most practical designs may likely
have a combination of both executive and dl_tributed fault

protection.

Other Drtvers

S_ ATPS deslgn-related drivers that could significantly affect

the performance and l_lementatlon characteristics of the ArPS

w_n used In a decentralized system design architecture are
defined as follows:

a) The long range interests of spacecraft autonomous capabilities
suggest that an inherent growth potential should be incor-
porated in the system and subsystem architectures. Pro-
viding for an expandable complexity of functional tasks
without a comparable increase in equipment conq)lexlty and
cost Is a clear driver implicit in the evolutionary path

to higher aut_ levels. The decentrallzed system with

distributed computer subsystems affords the natural solution

through p-ogrammable equipment in a modular architecture.

Conclusions

A distributed microprocessor-based ATPS design, applicable to a
decentralized system design architecture, is an advanced approach
in which the processing and control function is p_rtttioned into
a number of simpler, understandable and more adaptable elements.
Complexity ts removed from the level at which commanding and
correlated verifications are concentrated, and pldced in subsystem
device interfaces which perform simpler dedicated tasks. In
addition, the interfaces for system specification and design,
testing, integration, and mission operations ar_. significantly

simplified.

Design and software complexity of the ATPS EXEC processor is
reduced since device-unique logic and computation functions are
carried out where practical at the local device point. The
significance is that by giving the peripheral devices limited
'lnLelltgence', their cost to multtmis_ion programs _s actually
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reduced. Standardized Interfaces an_ simplified design and
testing of these clevlces becomes possible. The added processor
hardware and software for the 1reproved peripherals Is offset by
the reduced burden on the E_C processor electronics and inter-

faces. The device processor modules are not used in the general

sense as "computers', though emp|oylng memory, CPU, and I/O

elements. Sensors and actuators have a very specific and limited

fur_tlon; and, most device software is expected to be implemented

In ROM with very 11mited capability for program modification in-

f11ght using RAM patching in the small scratch-pad space.

Mission flexlblllty of these 'smart' devlce_ Is best achieved

by specifying process parameters under software ROM control

(sampllng-rates, scale factors, bias compensation, gains vs.

operatlonal mode,, filter time-constants, etc.).

The modularity employed in the ATPS design results In a subsystem

which Is easily adaptable to multiple missions/requirements.

Due to the separation of low and high level functions, and the

all digital bus, addition or deletion of devices has little affect

upon the rest of the system. Thts property also allows the
addition of redundant elements to meet various rellabillty

needs. Thls approach enables a sequentlal bulld-up of tested

subsystem elements Into a si_11fled system Integratlon_est.

The sel)aratlon of software functions Into smaller understandable

parts, and a design which protects against local faults/degradatlon
should result In savlngs to software development and mission

implementation costs.
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VIII. TCS DESIGN ARCHITECTURE

A. DESCRIPTION

I. Function

The function of the Temperature Control Subsystem (TCS) is to

maintain the interfaces of spacecraft components and subsystems

within specified temperature limits and defined heat rejection

requirements.

In performing this function, the TCS is responsible for the
design, sizing, and configuration of the entire spacecraft heat

rejection system. This system includes radiators to reject

energy to space; heat pipes, louvers, and fluid loops for energy

transfer and rejection _odulation capability; and heaters,

iouvers, and radiators in special areas where physical integration

into the TCS is not practical (i.e., solar arrays, boom-mounted

equipment, etc.).

2. Functional Elements

The primary functional elements of the TCS are defined as follows:

a) Temperature Control Computer Unit (TCCU)

The central control cor_ponent of the TCS is the TCCU which

is a fault tolerant computer that controls all functions

of the TCS. This unit l) receives, digitizes and evaluates

TCS sensor data, 2) transmits digitized TCS sensor data to

the CMS, 3) receives and evaluates other data from the CMS

regarding the status of spacecraft components and subsystems,

and 4) controls the operation/survival function of the

spacecraft heat rejection system.

b) Power Conditioning Unit (PCU)

The PCU l) conditions unregulated power provided by PWR as

necessary and 2) distributes the resultant regulated

voltages to the various components of the TCS as required.

c) Control and Switching Unit (CSU)

The CSU controls the heaters that maintain the component

and subsystem interfaces within allowable temperature
limits. Furthermore, the CSU, on command from the TCCU,

switches the control mode (operation/survival) of the
heaters.

d) Sensor Interface Unit (SIU)

Tne SIU receives sensor data from the TCS components and

transfers it to the TCCU for digitization and transfer to
the CMS.
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Functional Requirements

The functional requirements imposed upon the TCS by the decentral-
ized system design architecture are defined as follows:

a) Monitor the temperature of the TCS components.

b) Control TCS component temperatures.

c) Monitor spacecraft system conoitlon (operation/survival).

d) Condition PWR input for use by TCS components.

e) Control spacecraft system heat rejection components.

Interfac_ Requirements

The TCS interfaces I) directly with the CMS and PWR, and 2)

indirectly wlth a11 subsystems through the CMS for the purpose

of monitoring their condition. These interfaces are described
as follows:

a) CMS Interface

The CHS is the only data communication llnk to the other

components and subsystems of the spacecraft. The TCS

digitizes the TCS sensor data and sends the data to the

CMS. Thls data includes the TCS temperatures, spacecraft

system radiator temperatures, heater modes, and TCS

equipment status. The TCS also receives, monitors, and
evaluates data from other spacecraft components and sub-

subsystems (via the CMS). It then uses thls data to

determine l) spacecraft orbltal conditions (i.e., attitude)

and 2) operational conditions of other subsystems.

b) PWR Interface

PWR provides unregulated power to the TCS. Furthermore, PWR

subsystem status information is transmitted to the TCS so

that TCS spacecraft system-level control functions reflect

this status. This data can be directly received from PWR
or from the CMS.

Block Diagram

The functlon_1 block diagram for TCS is shown in Figure D2-I0.
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B. EVALUATION

1. Benefits

The TCS controls only the spacecraft component and subsystem
interface temperatures. The detailed temperature control of
specific areas or components within a subsystem is dane by the
designated subsystem. This enables the subsystem to exercise
direct control for more rapid response to the subsystem changes

in condition. Furthermore, local control of specific areas

minimize_ the subsystem interface requirements.

2. Performance Features

The TCS for a decentralized system design architecture represents

a comparatively simple subsystem. It is functionalIj limited
to the temperature control of subsystem interface and spacecraft

system-level heat rejection. Since subsystem interface require-

ments are minimized, system and component testing is simplified.

Furthermore, the TCS can easily accommodate subsystem changes

if the ,modified subsystem has the same power and temperature
interface characteristics.

3. F1exibillty

The TCS architecture is tolerant of a wide variation in mission

parameters. Furthermore, other subsystems can be changed or

modified without any effect on the TCS provided that the inter-

face integrity is maintained. Another feature of the TCS is

that its design can be modified to add capability without

impacting existing spacecraft components or subsystems.

4. Constraints

The only major constraint levied on the TCS is the total heat

rejection caoability of the spacecraft (this is probably

independent of computer processing architecture). The spacecraft

heal rejection is defined by the configuration, size, and

location nf radiators, which is a function of tFe spacecraft

configuratlon and launch vehicle allowable volume envelope.

5. Tra_offs

The m_jor tradeoff paran_ters associated with use of the TCS in

a decen:_alized system design architecture are TCS simplicity

versus control capability and system versus subsystem temperature

control during failure condition determination.

6. Ot_er Drivers

The bas!c driver for the design of the TCS in the decentralized

system design architecture is the requirement to maintain its
own fault tolerance. Other limiting drivers are the system

electrical power availability and the spacecraft corfiguration.
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Det ractors

The TCS as used in the decentralized system design architecture
provides no central control of different subsystem components.
Each subsystem controls its own internal heaters. This could

pocentially cause problems _or PWR if it cannot analyze power

trends or requirements.

Conclusions

A decentralized system design architecture is potentially
attractive for the TCS. The TCS design becomes very simple

since each subsystem performs its own internal temperature

control, Furthermore, subsystem interface requirements are
minimized, These attributes reflect reduced design, test, and
validation times with commensurate reductions in mission cost.

Although a thorough system design effort is required because of

the lack of a central control, the overall decentralized concept

appears fully workable and very promising.
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IX. POWER SUBSYSTEM DESIGN ARCHITECTURE

A. DESCRIPTION

I. Function

The primary function of the Power Subsystem (PWR) is to provide

power to all other subsystems of the spacecraft commensurate

with their needs. To accomplish this function, PWR performs

eneFgy acquisition and storage, power conditioning, and power
distribution.

2. Functional E_ements

PWR consists of the following functional elements:

a) Solar Arrays

b) Battery and Charger

c) Power Chain

d) P_wer Distribution Unit

e) Power Computer

3. Functional Requirements

PWR is required to supply the spacecraft with uninterrupted

power for the duration of the mission. During periods of

eclipse, energy is transferred from the batteries (which must

be charged du-ing sungate activity) to the users. PWR must

also supply operational status and telemetry information to Lhe

CMS. PWR must be internally fault tolerant and must be capable

of power management during eclipse and subsystem failure.

4. Interface Requirements

The interfacing consists of digital signal lines to and from

the CMS. Also, power output lines to use_, are required.

5. Block Diagram

A functional block diagram for a candidate PWR design archi-

tecture is given in Figure D2-11. Referring to Figure D2-11, the

power sources consist of the solar arrays and batterie;. They

perform the functions of energy acquisition and storage,

respectively. The power chain block of F_gure D2-1l perforR_s

power conditioning while the power distribution unit distributes

the conditioned power to the users. All elements are monitored

and controlled by the power computer. Interface with the CMS

for supplying operational status and telemetry information is

also accommodated by the power computer.
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B. EVALUATION

1. Benefits

A decentralized processing system has several benefits from the

PWR standpoint. Reaction time to load failures is reduced

because the po_er computer (PC) is continuously concerned with

power functions. Reactions to load or PWR failures are made

more efficient for the same re_son. System validation is

simplified by having more extensive testing at the subsystem
level.

2. Performance Features

PWR operating efficiency is increased due to the continuously
running PC. Emergency sit,Jations can be thoroughly analyzed

without reducing the operational efficiency of the spacecraft.

Because the PC is a dedicated unit, data rates may be lower,

thereby reducing the bit error rate as well as susceptibility

to electromagnetic interface (EMI).

3. Flexibility

PWR operates semi-independently of the other subsystems.
Degradation in other subsystem_ can be made to have little

i_act on the PWR operational efficiency.

4. Constraints

Since no central con_)uter is available to make decisions
regarding power distribution, PWR nust manage system power

according to predefined (but mission-phase alterable) rules.
In order to keep the system tru!y distributed, subsystems must

internally manage the power allotted to them. Likewise, pre-

determined rules must have ATPS keeping the solar array sun
oriented.

5. Tradeoffs

In a decentralized system, the system complexity is decreased

at the expense of an increase in subsystem conq)lexity.

6. Other Drivers

T_
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8. Conclusions

A point In spacecraft complexlty w111 soon be reached where it

Is no longer feaslble to have a central processnr governing a11

subsystems. Wlth today's technology and a good systems design

team, It is posslble, and Indeed deslrable, to Incorporate a

decentralized architecture onboard a hlghly sophisticated space-

craft for the followlng reasons:

a) Reaction time to problems is reduced.

b) Required computation speed is reduced.

1) Cheaper processors

2) Reduced ,1oise immunity ,'equirements

3) Higher reliability machine

c) System validation and test costs are reduced.

d) System and subsystem operating efficiency is increased.
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X. TESTAlE)VALIDATIONMETHODOLOGY

A. DESCRIPTION

The test and validation portion of a space system consists of
procedures, and equipment to support those procedures, which are
used to establish the ability of the system to meet its mission
objectives.

I. Function

The function of test and valldation procedures is to determine

that the space segment, and the ground segment as appropriate,

meet operatlonal design requirements in both normal and abnormal

environments, as defined; and, that fault survival capabilitles

function as specified.

2. Functional Elements

Functional elements of test and valldatlon procedures for a

decentralized space segment system include the followlng items:

a) Establish p_op_r operation of Individual subsystem prior
to integration.

b) Establish proper conjunctive operation of these subystem as
an Integrated system.

c) Establish the health of redundant elements of subsystem and
the provisions for autonomous management of these elements.

3. Functional Requirements

Functional requirements for test and validation procedures
appllcable to a decentrallzed space segment a;chltecture are
defined as follows:

a) The ability to test indlvldual subsystem, in conjunction

with appropriate ancillary equipment, for compliance wlth

design requirements.

b) The ability to exercise autono,lw)us redundancy provisions
within indivldual subsystems and verify the health of

those provisions, making use of ancillary equipment as

required.

c) Functions (a) and (b) for the integrated system of unique
subsystem, with particular att_ntlon to subsystem inter-

actions, using initially, the subsystem ancillary equipment

and fina|]y the integrated space and ground segments only,

in their operational configuration.



4. Interface Requt r,merits

Interface requirements for test and validation of separate sub-

systems of a decentralized system are deflned as follows:

a)

b)

Specified normal 1/0 interfaces with a simulated Co,_mon

Memory Subsystem {CMS) within the ancillary equipment

supporting that particular subsystem.

c)

Such special additional monitor cn_ control access as may

be required by that subsystem for simulation of conditions

affecting autonomous redundancy management actions and

monitoring the effects of such actions.

d)

Additional access to the interior of that subsystem as may
be necessary to observe internal operation to the extent

required to verify the normal CMS interface activity.

Special access to indications of the health and status of

static, invisible redundancy for those cases where thls
implementation is employed.

The interfaces specified, other than the normal CMS X/O, must
conttnue to be available when the subsystems dr, Integrated
tnto the space segment decentralized system. This Is necessary
to permit observation and evaluation of system level inter-

actions anong the varlous subsystems as well as system level

autonomous redundancy management,

The existence and use of these interfaces during system level
testing must not affect system operation, wtth or without the
ground segment active.

5. Block DIagram

Not applicable.

Be EVALUATION

I, Benefits

A decentialized system architecture permits a corresponding
decentralization of t_st and validation procedures, with

attendant benefits in cost and schedule savings.

2. Performance Features

The most significant performance feature of decentralization in
the test and validation task Is minimization of system test
ttme in costly facilities wtth large, expensive test crews.
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If the defined degree of system decentralization Is implemented
and the systemic interactions, through the CMS, are properly
and completely deftne_, fully validated subsystems should
operate properly, as an Intpractlve system, when first integrated.

Similarly, as a result of decentralization, absence of a sub-

system from the otherwise integrated system should have minimum

impact upon the system, and system-level testing should be able
to proceed with little perturbation.

F1exlbility

Flexibility in the test and validation process is a natural out-

growth of Its decentralization. This is because of the inherently
minimized interaction bet,een subsystems in such a design. The

interaction between test a,ad validatlon processes is correspond-

Ingly reduced. Thus temporal coordination between the processes
becomes less significant.

Similarly, in a multl-mlssion environment necessary changes to
the operating characteristics and parameter values associated
with one subsystem w111 have minimum effect upon test and
validation procedures, other th6n those ass.elated wtth that

subsystem. Additions to, and deletions from, the space segment
configuration tn a multt-mlssto_ program w111 have a minimum
effect upon test and validation procedures, costs, and schedules.

Constratnts

TBD

Tradeoffs

Tradeoffs between centrallzed and dece_tra1|zed test and

validatlon procedurps are derived from, and slmllar to, those

associated wlth centralized and decentrallzed system design
architectures.

The most significant of these is duplicatlon of ancillary
equipment capabilities and test procedures, as these are

implemented for individual subsystems in the decentralized

scheme as opposed to a single, centralized system architecture.

Dupllcatlon, on the other hand, inherently provides for

perallelism among subsystems in test and validation processes.

Thus much of the work, which must inherently be performed in

the system test environment when supporting a centralized

system, can be completed prior to system integration. The
corresponding reduction In the time for system test, and related

cost for system test personnel and facilities, appears to be
weighted in favor of a decentrallzed architecture.



6. Other Drtvers
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TBD

Det r_ctors

The principal detractor of the decentralized architecture, in

terms of test and validation, is the introduction of inter-

subsystem conlnunication and the need for additional activity in
support of this function.

At the subsystem level, ancillary equipment must provide

simulated communication with other subsystems. Collection and

dispersion of information, a._d _.._ +'..nlng_,of these actions,

must be synthesized and/or monitored within the ancillary

subsystem test hardware and software. To the extent that these

actions are implemented in accordance with complete and accurate

interface descriptions, It can be expected that no unforeseen

problems will arise in system test of the integrated space
segment. Such a presumption cannot, however, serve In lleu of

appropriate testing of the composite system.

The general nature of required communication valldation can be
reasonably defined for a specified decentralized architecture.

Speclflc detalls wl]l hive to be defined unlque|y for each Imple-

mentatlon of that architecture. Includlng the complc4ment of

subsystems and their operating characteristics. Further,

changes to the internal software of subsystems to correct

problems or flne-tune thelr performance may affect the sequence,
content, or timing of the related communication actlvltles.

Test and validation of system communlcat_on must be sufflciently

comprehenslve to determine that a11 system communlcatlon serves

the Indlvldual needs of the decentralized subsystems when

operatlng together as an integrated system.

Conc lust ons

The primary concluslon that can be drawn from the evaluatlon of

test and validation requirements for centralized vs- decentralized

system architectures is that schedule time and related costs

for test and valldatlon activities can reasonably be expected

to be less for a decentrallzed system than for a centralized
architecture.

Thls IS largely the result of the parallelism possible in test

and validation of individual subsystems, prior to system
integration, and the reduction In the amount of test and
valldatlon associated wlth Indlvldual subsystems which must bc

performed In the integrated configuration. Addltlonally, the

ablllty to conduct integrated system-level test and valiCation

actlv!tles, despite a missing subsystem, facilltates adherence

to schedules and cost minimization in the event of I) lat,

subsystem dellvery to the test and integration activity or 2) a
subsystem fallute during test and validation.



The fact that a much greater part of the total test and
validation activity is shifted to the less costly subsystem
environment, tn the case of a decentralized design, will
further reduce total test and validation costs.

Significantly greater inheritance potential from mission to

mission, for the individual subsystems in a decentrallz_d

architecture, is inherently applicable to tes_ and validation

procedures also, with corresponding long-term savings from

project to project.

Additionally, it should be noted that changes, presumably to

software, in individual subsystems wlll generally affect only

the test and validation procedures unique to that subsystem,

with minimum propagation of these perturbations throughout the

integrated procedures executed during system-level testing.
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I • A RECOMMENDED HYBRID PROCESSING ARCHITECTURE

A. SYSTEM DESCRIPTION

This section defines a hybrid processing architecture, using both

centralized and decentralized techniques, to most efficiently satisfy

the needs of autonomous generic-class spacecraft having highly

sophisticated processing needs. What is proposed is a highly

decentralized system architecture similar to that defined in Appendix
D2. The primary change is the incorporation of software in the

Common Memory Subsystem (CMS_ for performance of some system-level
executive control functions involving subsystem interactions where

arbitrations or protocol decisions must be executed.

A block diagram for the proposed system architecture is given in

Figure D3-]. Referring to Figure D3-1, the candidate system consists of
seven subsystems which are defined as follows:

1. Common Memory Subsystem (CMS)

2. Telemetry, Tracking, and Command Subsystem (TT&C)

3. Payload Subsystem (P/L)

4. Navigation Subsystem (NAV)

5. Attitude, Translation, and Pointing Subsystem (ATPS)

6. Temperature Control Subsystem (TCS)

7. Power Subsystem (PWR)

Each of the seven subsystems of Figure D3-I autonomously performs its
designated service functions and maintains its own health and

welfare. System-level executive control, involving decisions where

subsyste,_ interactions are involved, is _Ffected by the CMS. Overall

executive control from the ground is provided through the CMS via
the spacecraft RF command channel from mission controllers on the
ground•

A key concept associated with the architectural design of Figure D3-I
is that the CMS represents the only information transfer interface

for ell the spacecraft subsystems. Each subsystem (including the
CMS) provides a priorl-defined internally generated digital information

via the Intercom bus to appropriate addresses in the CMS memory for

access by other subsystems. Externally generated information required

by a subsystem to perform its function can then be accessed by the

subsystem through periodic interrogation of appropriate CMS memory

addresses. This information may be in the form of spacecraft

parametric data from other subsystems, CMS generated executive-level
commands, or decoded ground-issued commands transferred to the CMS

from the TT_C. It should be noted that the CMS has available, within

its own memory, al] of the updated information frown all subsystems
of the s_acecraFt allowing it to effectively perform its function as

the syst_-_evel executor.
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As part ef the system design, time slot allocations are assigned b)
the CMS to each subsystem for communications with the CMS via the
Intercom bus. Such transfer of information from and to any particular
subsystem must be accomplished within an allocated time slot for
that subsystem. The CMS may reprogram the time slot allocations
_etween subsystems based upon system-level needs.

To minimize Intercom bus traffic needs and maximize information

transfer efficiency, telemetry data transfer, which is a continuous

demand function, is accomplished independent of the Intercom bus.

In the architecture of Figure D3-1_ each subsystem acquires, multiplexes,

and digitizes its own telemetry information. Referring to Figure D3-I,

each subsystem uses a dedicated line to continuously provide its

updated digital telemetry data via Direct Memory Access (D_) to

speclfically allocated addresses in t_e CMS. It is also noted Lhat

the TT&C accesses, via DMA, the digital telemetry words from these

CMS addresses as required to form the output telemetry stream.

Since telemetry is a continuous function, this frees the Intercom

bus so that it may be solely dedicated to subsystem interactive
transfer of nontelemetric information and CMS issued executive-level

commands, thereby signiflcantly maximizing information transfer

efficiency between subsystems.

It is also noted from Figure D3-1, that power is transferred to each

subsystem vla dedicated lines from the Power Subsystem (PWR). This

i_ in the form of a single dc voltage level. Therefore, each sub-

system must internally generate the specific voltage levels and

regulation required for its functional operation.

CMS DESCRIPTION

The primary functions of the Common Memory Subsystem (CMS) of Figure D3-I

are l) to provide an intermediate storage media for information

transfer between other space.craft subsystems, 2) to provide executive-

level control of system-level functions involving more than one sub-

system, and 3) to distribute a common timing signal to all spacecraft

subsystems.

A functional block diagram for a candidate CMS design architecture is

given ir_ Figure D3-2. Referring to Figure D3-2, all data to and from all

other spacecraft subsystems is routed through the Input/Output (I/O)

unit. This includes DMA for telemetry data transfer and Intercom
bus traffic for the transfer of interective information between sub-

systems and executive-level commands to subsystems.

All spacecraft system-level data and ccmmand transfer, with the

exception of audit trail readout to the ground, is accomq)lished

through a volatile read/write memory in the Self-Checking Fault-

Tolerant Computer block of Figure D3-2. This is the main working

_nw)ry having hi,h-speed random access capability. As noted in

Figure D3-2, there are t_o addit}onal levels of memory - the nonvolatile

bbffer _ry a_d :_e _o_vo_atile _ass qm_qory. The nonvolatile
bof'e_ _=ek_*. "='e'', _K "" o "" ,°" °_ ....
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block memory. It stores critical software routines and buffers

blocks of audit trail information, lhe nonvolatile mass memory
receives and stores the blocks of audit trail data from the non-

volatile buffer memory. It provides long-term st,>rage of audit trail

data for extended periods of autonomous operations. As noted from

Figure 2, the nonvolatile _)ss memory may be accessed dire'.tly by
the ground through the I/O unit. Also, any d_ta or softY are stored

in either the non,,olatile buffer memory or the nonvolatile mass

memory may be accessed by the computer me_ory for transfer to any
spacecraft subsystem as required.

Referring to Figure D3-2, the Self-Checking Fault-Tolerant Comouter
block provides fault detection, fault isolation, and correction

command i_suance For not only itself but the remaining blocks of the

CMS. This includes the nonvolatile buffer memory, the nonvolatile

mass memory, the I/O unit, and the power converter unit, all of which
are block redundant.

Typical implementation characteristics miqht reflect an 8 kiloword

to 32 kiloword CMOS computer memory, a 106 bit to I07 bit bubble

memory for the nonvolatile buffer, and a lO8 bit to lO9 bit tape

recorder for the nonvolatile mass memory.

OTHER SUBSYSTEMS

Candidate designs for the remaining subsystems ef Figure D3-1, are

described in Appendix D2. The narJware designs remain unchanged

from the fully decentralized application. They are simply programmed

to be responsive to executive-level commands generated and issued by
the CMS.

EVALUAT ION

The evaluation of the hybrid system design processir_g architecture

described has been based upon the assumption oT mission applications

that require sophisticated and complex spacecraft date processing,
including the requirement for level-5 or greater autonomy for the

entire spacecraft. Furthermore, comparison has been made with

fully centralized and fully decentralized architectures only, rather
than other hybrid processing architectures.

1. Comparison with Fully Centralized Architecture

lhe hybrid processing architecture described malntains all
of the same benefits over a centralized architecture

as that provided by the fully decentralized architecture

described in Appendix D2. Using the CMS to perform executive-
level decisions involving subsystem interactions doe_ n_t

change the system hardware design or degrade the operation_]

capability from that for the fully decentralized system. In
fact, executive-level commands generated by the CMS can be

transparent, to spacecraft subsys+_ms frow_ _hOS e ,_._ "-_

_e _W_ _y th_ round The pote_t'_' _e_,-s _ "_e _--'"_ .... ._
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b)

c)

Re(hJced Number and ComNplexlty of Subsystem interfaces

As more processing i c re]eglted to the subsystem level,
le_s Info_tior. must be transferre_ to and froa individual

subsystems. Therefore, subsystem external inte-faces

become more slmpll_fed, for instance, a typical telemetry

subsystem In a cen_rallzed architecture would normally
require hundreds of analog signa _ interface lines frcw_ sub-

,.ystems throughout the entire SPacecraft. _y distr'b,Jting

+he processlng function, the te!e_try operatlons _f ana'_§

_!gnal J.cquisltion, mb_,tiplez_ng, and analog-to-die,Ca'

conversiOn are accoa_pllshe_ _nternaily by each sub_yste_

for its designated area of _easurement responsiD_i_ty.

Therefore, the digitized te!e_etry _easJrement in¢sr_tir_r
fr(w_ each subsy ;em can be provided as a serial st-P&_ o•

bits via a _ing|e digital _nterface line. Referri*_ to
the architecture of Figure Dl-I each subsystem, with the

exception of the CMS, has a _ignal interface .itn only one

other subsystem - the CMS. Furthernw)re, all signal
interfaces are digital.

increased Speed and Efficiency of Interactive Information

Transfer Between Subsystem

In the hybrid system, telemetry intormation transfer is
handled by means of CNS DIqA lines _htch are independent
of the Intercom bus. The Intercom bus is therefore used
to transfer only subsystem Interactive information (data

and c_nds) _tveen subsystm. Since all nonlnteractive

subsystem pro,_esslnV needs are accx]ished interna;l_ in
each subsyst_, the vol_ of _ulred information to be

transferred _)etween subsystem vla the Intercom bus, even

under crisis co_.dltlons, should be grossly reduced when

c_a_ to Intenubsyst_ c(_mmnlcatlons required in a

centralized processing architecture. Therefore, the spee_

and effIclency of interactive information transfer between

subsyst_ should be significantly b_tter for the hybrid
system architecture.

Increased Throughput Rate and Operational Efficiency

Throughput rate and operational efficiency increase in

proportion to the number of processing f,_cntions that can

be performed simultaneously using paraIle] processors. In

a centralized architecture, the processing functions
required by each subsystem ,_st be time shared in a single

coeputer. This severely limits the throughput rate and

op_ratlonal efficiency of the system since there is a

practical limit in processing capability that Is feasible

from a single computer based on mass and power considerations.
The hybri_ architecture of Figure 03-1 dedicates a separate
computer to each subsystem. Therefore, the processing
requirepents for all subsyste,_ may b_ performed simulta-
neously. This significantly increases the possible through-
p,t rate anO operational efficiency of the system when

D3-7



d)

e)

f)

clIpared .Ith a centrallzed architecture. Furthernlore,

this overall tm_'rovecment can still be realized using
coq)uter designs that are significantly less complex and
cleIandtn 9 in power than those required for a centralized
computer iIpl ement at ion.

Reduced System Integration Costs

Distrlbution of most of the processing _unctions to the

subcystem level inherently a!l_ws considerable System

i_d_pp.ndence for the test, validation, and operatio_ of Sub-

system5, if the integrity of the SyStem in_er_ace requlre-

ntents for a subsystem is _inta_ned, tnot subsystem n_ad be

almost entirely _ested and validated prior to system inte-
gration. In contrast, ?or centralized architectures, bec.:use

.)f the comparatively more complex interface requirements

and subsystem dependence upo_ the centra] processor, v-ry

little subsystem test and validation can _e acconq_llshed

until each subsystem is integrated into the c_-Iplete system.

Therefore, the normally large costs attributed to the space-
craft system integration, test, an.1 operation phases for

mtsstons employing cemtraltzed system design architectures
should be significantly reduced by the use of the hybrid
system design arr.httecture of Figure D3-1.

Increased Multtitssto_ Appllcabt 11ty

A_ |r, Eerent feature of the hybrid processing architecture
described in Figure C3-1 is mlttmtsstom applicability. In
contrast, a centralized system dest_ architecture tends
to be ItSSlO_ depenck.nt s_nce the perforIInce c_pabtlity
of t_ central computer has profound effects on the oper-
ating limitations of ali subsystems. Mighly oistributed
_rocesstng, tn general, all,ms constaerable system tnde-
penderce for the Intsrnal design and operation of sub-

systeI_, assuming the integrity of subsystem external inter-

face requirements Is malntalned. The subsystem signal

interface requirements for the architecture of _Igure 03-I

Involve si_Iply wrltlng into and reading from CMS a_mory.

Therefore, entire subsystem internal lesigns could be
changed and readily acclated by the system. Further-
more, old subsystems could be deleted from and nc-a sub-
systems added to the Intercom bus of Figure Dl-I w_Ch no
significant perturbations to the overall systr._ hardware
design. In like manner, new mission require;_ents and
priorities could be readily accomM_odated through reallo-
carton of C.MS memory space.

Increased Grom_th Potentlal

The system design architecture_ of Figure D3-i inherently
#rovides htgh growth potential. The internal processipg
capablltty of individual subsystems can be significantly
increased _Ith little effect on the system _estgn arrhl-

tecture. This is primarily d_e to the Fact _hat each
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Subsy:_ can sImjltaneously perform its processing
functl_..-4 _n parallel with other subsystems. Furthermore,
more subsyst.4_ms ten be added to the Intercom bus, limited
only by bus traffic capability and C_ n_qnor7 capacity.
Since 1)the Intercom bus traffic involves only lnterectlve
tnfor_ltIon transfer between subsystems and ?) lnternal
subsystem processing greatly reCuces the need for such
exter_am! Inforlmtion transfer, high system throughput rates

and o_eratlonal efficiency characteristics can be realizeO.
In contrast, the growth po,entta; ;s cc_siderab]y more
llmtted for a centralized architecture., since the orocessing
and contrc) re_lulrelents for all spacecraft subsyste_

must be accolplished Oy a single colpu_er on a time-shared

basis placing prectlcal ll¢Itatlons on achaeveble throughput

rates an_ operatlo_el efficlencies.

_e CONPAR!SON V!TH FULLY DECENTRALIZED ARCHITECTURE

The hybrid processing architecture of Ftgure 03-1 _s the same as the
fully decentrellzed architecture described in kppendtx D2 with the
exception that some e.'-cut|ve-level cor.trol functt_s, Involving
interactions between subsystems, are p_rformed by the CRS. Thts has
no effect on the .reare design, belflg totelly l_1_ted in _oft-

ware. Therefore. as noted above, all of the l_eflts provided by

the fully _rillzd archltectu_ of _Ix D2, _ c_l_

wlth a fully c_rlllzed ar_Itecture, are also realized by the hybrid

processing architecture of Figur_ D3-1. l_WJever, several p_lel

problm and/or detrlcto, defined for the fully decentralized arch|-

tectura of Al_xmdtx I)2, are either resolved or reduced in mg_ttucle
by the hybrid approach. These potentlol benefits of the hybrid
archltectuPe of Figure 93-1, when comNred wtth a fully deceqtPal|zed
architecture, are sIrtzed as follows:

a) I_creased Info_tl_ Trlnsfer Efftcteflcy _ebmen Subsy_tels

Use of the CMS to provide exec_ti_ control of suUsyste_ Inter-
conm_nicattons and systec_|evel dectcio_ making should
st g_tft%ntly tncr, se the operational efficiency of the Interc)_
bus as used for the fully decefltreltz_<l system architecture of
Aplx*ndlx 02. For Instance, the CNS c_J|d reassign prlorltles

to provide adaptive ttae slot allocation b-.t_en subsystems es
a functton of mtsston need.

Reduced C_lexlty of Subsystem Feult Routines k;socleted wlth

System Related Fault Ol_.tlcs and Correction

For the fully decentralized system destg_ architecture described
tn Appendix 02, the syste_m-level functions of _ault detection
and correctlcm., _l_ere ¢mre than o_e subsystcqm ts involved, must
be perfornR.d by a set of software fault routines _htch are
distributed among mmmortes of the various subsystem. The
subsyste_ software routine coq)|extttes can be st gntf!cent]y
re._uced by e]locetlng system-level executive responsibility to
tl_ CNS for such subsystem Interdependent condlttoos. The
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Increase In softvare complext*y 1reposed upon the CMS s_ould be
ram11 co_ared wtth the total software complexity reduction
rtNlltzed by the subsystems vhen taken as a .hole. Th|s lS
ettrlbuted to the grtqlter efflclency that can be real lzed by
ustng thr _ for executlve contro! of subsystem Inter_ependent
functl on,.

c) D_creased Crltlca]Ity of an Early Top-Oovn System Oesi_n

For the fully decentr#11zed s.gstem design jrchitectuve Clescrib_d

In Appendlx D2, the system-level executlve soft-4re respons_-

b111tles must be dlstrlb_ted between sev_.ra! subsystem computers.

Thls requlres an early top-d_n svste_m c_esl_Qneffort in _hlch

the subsystem responslb111ties for _eetlng the System-level
needs are properly a11ocated and _e11 defined. If this is not

adequately done, It could potentla1'v Imipact multiple subsyste_
software designs later In the progrjm as opl)osed to one softmare

design if the C_ w_re used to provlde ".Re executlve contr01

functions for subsystem interdependent functlons. Allocatio_n
of approorlate executlve control caplbtllty to the CMS should

remove the need for a system design effort that is any earlier
thln that requlred for a fully centra1_zed architecture.

CONCLUSI OIlS

The I_ybrtd processing architecture descr|bed here1, retains all of
the advantages of the fully decentralized architecture described tn
Aope_Ix D2 whlle e11mrl_mtlng most of Its negatlve attrlbutes. A hlgh

degree of subsystem test and va11(Mtlon my be accomp11_hed prIGr to

system Integration providing the potential for significant mtsslo_ cost
savings COq_lrt_l wtth a fully centralt_,ed architecture. In addition, the
proposed architecture Is tn4_erem_ly inch more a_mptable to aultlmtsston
applications thin a fully centralized architecture havtng coeparable
performnce levels. Furthermmre, the system-level softvare destgn effort
ts considerably stlp11"ted over that r_qulred for a fully _ecentraltzed
architecture through utlllzatlo_ of a centrillzed e_ecutlve-level comtrol

Ca_llb111ty for functions involving interactions b_t_eefl mu|tlple subsystems.

In s_ry, a hlghly dec_ntrallzed archltec_ure, c,lploylng centra|_zed
executlve-leve] control of functions 1nvolvlng _ultlp]e-subsyste_

Interactloeso appears to be the _ost operatlona11_ • efficient, flexlble,

and cost effective desl_n approach for future autonomous ;l_acecraft

mlss_oeS that requlre i hlg_ level of processln 9 complexlty.
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